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Background

The calculation of free energy changes is fundamental for
the thermodynamic characterization of reaction pathways and
chemical equilibria. The conventional approaches, free
energy perturbation (FEP) and thermodynamic integration
(TI), were predicated on Kirkwood’s introduction of the
continuous coupling parameter in his integral equation studies
of fluid systems.1,2 Later work by Zwanzig further advanced
the mathematical formalism of free energy perturbation
theory,3 and this, in conjunction with molecular dynamics
and Monte Carlo sampling techniques, has become a
principal approach for calculating free-energy differences.2,4,5

Some applications have included computation of relative free
energies of solvation, relative pKa values, medium-effects
on conformational equilibria, host-guest binding affinities,
and free-energy surfaces for organic and biochemical reactions.

Free energy perturbation theory, as presented by Zwanzig
in his 1954 paper,3 relates the free energy difference between
an initial (reference) and a final (target) state of a system to
an average of a function of their energy difference evaluated
by sampling for the initial state (eq 1).

∆F)F1 -F0 )-kT ln〈 exp[-(E1 -E0)
kT ] 〉

0

(1)

Zwanzig further went on to derive an expression for the free
energy change as a power series. Defining the energy of the
target state, E1, as the sum of the energy of a reference state,
E0, and a small perturbing potential, V (eq 2), eq 3 was
obtained by expanding eq 1 to second order.

E1 )E0 +V (2)

∆F)F1 -F0 ) 〈V〉 -
1

2kT
(〈V2〉 - 〈V〉2) (3)

Here, the free energy difference between the reference and

target states is estimated to first order by the reference
ensemble average of the perturbing potential and to second
order by including the average squared deviation of the
perturbing potential from its mean, or the variance.2,3 This
approximation for calculating free energy differences has
been recognized as especially relevant for systems with
fluctuations governed by a Gaussian probability distribution,2

and, for example, related protocols have been applied to the
charging of ions in solution,6 the estimation of intrinsic pKas
and pKa shifts in proteins,7 and the calculation of solvent
contributions to the excited states of tryptophan.8

Landau, Lifshitz, and Peierls.9–12 Perturbation theory in
its various forms has long been of interest to the theoretical
physics community.2 Specifically, a section on “Thermody-
namic Perturbation Theory” appeared in the 1951 Russian
edition of Statistical Physics by Landau and Lifshitz,13 the
fifth volume in their encyclopedic Course of Theoretical
Physics. This section begins with a definition of the partition
function and its expansion in powers of V to second-order
as given by eq 4 (their eq 32.2). Here F is the target free
energy (F1 above) and analogously V ) E - E0.

exp[-F ⁄ kT])∫ exp[-(E0(p, q)+V(p, q)) ⁄ kT] dΓ=

∫ exp[-E0 ⁄ kT](1-
V

kT
+

V2

2(kT)2) dΓ (4)

Then “taking the logarithm and again expanding in series
to the same approximation” they obtain eq 5 (their eq
32.3). Eq 5 is identical to eq 3 using the equality, V2 -
V2) (V - V)2, which they note.

F)F0 +V- 1
2kT

(V-V)2 (5)

While few citations appear in the 1951 edition of the book,
due in part to Landau’s preference for his own derivations,
a rare attribution to Landau’s colleague, R. E. Peierls, appears
on p 93 at the beginning of the section on “Thermodynamic
Perturbation Theory” in the 1958 English edition: “it is
possible to develop a kind of ‘perturbation theory’ to* Corresponding author e-mail: william.jorgensen@yale.edu.
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calculate thermodynamic quantities (R. E. Peierls, 1933)”.14

Except for the “R. E. Peierls, 1933”, the 1951 Russian and
1958 English versions of this section are essentially identical.
The year was changed from 1933 to 1932 in later editions.15

This citation likely refers to Sir Rudolf E. Peierls’ paper
“On the Theory of the Diamagnetism of Conduction Elec-
trons”,16 submitted in 1932 and published in the original
German in 1933. In this work, Peierls investigates the
diamagnetic susceptibility of free electrons, and at the outset
he provides an outline of thermodynamic perturbation theory.
The paper includes a perturbative expansion of the partition
function that encompasses eq 4 (eq 7 in ref 16). The
connection between the material in Peierls’s 1933 paper and
the section on “Thermodynamic Perturbation Theory” in the
book by Landau and Lifshitz may have been strengthened
by interactions between Landau and Peierls, as both were
affiliated with Wolfgang Pauli’s laboratory around 1930;
Landau was a visiting student, and Peierls was Pauli’s
assistant at the ETH during 1929-1932. It is also possible
that the “R. E. Peierls, 1933” reference was added by the
translators for the 1958 English edition, E. Peierls and R. F.
Peierls.14 Although their full appellations do not appear in
the text, presumably the former is R. E. Peierls’s wife,
Eugenia, who was also a classmate and friend of Landau’s
at the Leningrad Physicotechnical Institute, and the latter is
the Peierls’ son, Ronald, who received a Ph.D. in Physics
from Cornell University in 1959. R. E. Peierls was a visiting
lecturer in Leningrad in 1931, worked on the Manhattan
Project in the early 1940s, and eventually became the
Wykeman Professor of Theoretical Physics at Oxford during
1963-1974.12 His contributions to the development of
thermodynamic perturbation theory appear to be underap-
preciated; it would be reasonable to refer to eq 5 and
equivalents such as eq 3 as the Peierls equation.

Sampling Methods. For applications of eq 1 to chemical
equilibria, normally, states 0 and 1 are different molecules,
A and B, and a change in medium is investigated by
comparing the free energy change for the conversion of A
to B in two environments.5 Thus, a thermodynamic cycle is
considered as in Scheme 1, where ∆GA and ∆GB are the
free energies of transfer of A and B from medium 1 to
medium 2. ∆G1 and ∆G2 are computed, and the medium
effect is given by ∆∆G ) ∆G2 - ∆G1 ) ∆GB - ∆GA.
Gibbs free energies are shown here, which correspond to
standard experimental conditions and to use of the iso-
thermal-isobaric ensemble in the statistical mechanics
simulations. The energetics for A and B can be represented
by molecular mechanics (MM) or quantum mechanics
(QM).17 The former has been the most used as it allows the
treatment of large systems and the creation and deletion of
atoms. When MM is used for the solutes, the solute-solvent

and solvent-solvent interactions are also represented with
MM. With MM, raw energy changes between two different
molecules, even isomers, are normally not meaningful by
themselves, and it is essential to perform two perturbations,
such as ∆G1 and ∆G2, to cancel out artifacts of the arbitrary
energy reference with force fields and conceptual omissions
such as resonance effects.

The first FEP computations of the type represented by
Scheme 1 were not carried out for a molecular system until
1985. The initial application was the computation of the
relative free energies of hydration of ethane (A) and methanol
(B) such that medium 1 was the gas phase and medium 2
was water; the aqueous FEP calculations were carried out
in a periodic cube containing 125 TIP4P water molecules.5

This paper also introduced a straightforward scheme for the
conversion of one molecule to another, which later became
known as single-topology FEP calculations.2 Specifically, a
coupling parameter λi was used to linearly scale all geo-
metrical and force-field parameters � from those for A to
those for B (eq 6). Owing to poor convergence for

�i ) λi�B + (1 -λi)�A (6)

eq 1 when the initial and final states are too different, it is
necessary to carry out a series of simulations for multiple
values of λi spanning between A (λi ) 0) and B (λi ) 1).
The individual simulations are called “windows” or “stages”,
and choices have to be made for the individual λi for a
particular FEP series. The computed free-energy changes are
increasingly precise as more windows are used; however,
the total cost of a FEP calculation increases linearly with
the number of windows. The resulting computational de-
mands were sufficient that calculations like the ethane to
methanol example were not attempted before 1985, and they
only became routine with the advent of multiprocessor
computer systems.

In order to minimize the computational demands, the 1985
paper also introduced “double-wide” sampling.5 In principle,
the FEP calculations could be performed in the forward or
reverse directions. E.g., if a constant ∆λ ) 0.25 were used,
four windows could be executed to perturb λ ) 0 f 0.25
f 0.50 f 0.75 f 1.0 or in reverse, λ ) 1 f 0.75 f 0.50
f 0.25 f 0.0. This is sometimes referred to as “direct
sampling”. However, it was recognized that only two
simulations were actually required at λ ) 0.25 and 0.75, if
forward and reverse perturbations were evaluated simulta-
neously using “double-wide” sampling, 0 r 0.25 f 0.50
and 0.50 r 0.75 f 1.0. If one does the FEP calculations
on-the-fly using all configurations in the averaging rather
than postprocessing saved configurations, more bookkeeping
is required. Thus, in the BOSS program,18 coordinates for
the reference (e.g., λ ) 0.25) and two perturbed solutes (e.g.,
λ ) 0.0 and 0.50) are maintained to evaluate both free-energy
changes on-the-fly. Furthermore, it is expected that with use
of a small number of windows, systematic errors arise such
that the cumulative free-energy change for the forward FEP
series is not the same as the negative of the result from the
reverse series. This was shown to be the case for the ethane
to methanol example and that double-wide sampling provides
a more accurate estimate of the true free-energy change.

Scheme 1
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Alternatively, “double-ended sampling”19 can be employed,
which refers to performing both the λif λj perturbation and
its reverse, λj f λi, and taking ∆G(λi f λj) ) (∆G(λi f λj)
- ∆G(λjf λi))/2; however, this again requires twice as many
simulations as double-wide sampling and has no obvious
advantages for accuracy.

Overlap Sampling. A variant of these sampling choices
is known as “overlap sampling”. It is similar to double-ended
sampling but to an intermediate point M rather than the end
points 0 and 1 (Scheme 2).2,20,21 From the Zwanzig expres-
sion (eq 1), the free-energy change for 0 f 1 from overlap
sampling (OS) is then given by eq 7, while double-wide
(DW) and double-ended (DE) sampling yield eqs 8 and 9.

∆GOS )-kT ln[〈exp(-(EM -E0) ⁄ kT)〉0 ⁄

〈exp(-(EM -E1) ⁄ kT)〉1] (7)

∆GDW ) kT ln[〈exp(-(E0 -EM) ⁄ kT)〉M ⁄

〈exp(-(E1 -EM) ⁄ kT)〉M] (8)

∆GDE )-1⁄2kT ln[〈exp(-(E1 -E0) ⁄ kT)〉0 ⁄

〈exp(-(E0 -E1) ⁄ kT)〉1] (9)

There appears to be little difference between eqs 7 and 8
except that the sampling is performed at M for DW and at
the end points for OS and that only one simulation is required
for DW versus two for OS. However, DW requires a
geometrical definition of point M at, e.g., λ ) 0.5, while M
can be more conceptual for OS. Specifically, M can be
defined by a parametric expression such as eq 10, and λM

could be chosen to minimize the statistical noise (random

EM ) λME1 + (1- λM)E0 (10)

error) in the results from application of eq 7. It is desirable
for the energy distributions for M and the end points to
overlap as much as possible, so a reasonable choice is λM )
0.5 and then EM ) (E0 + E1)/2. With this assignment, eq 7
becomes eq 11.

∆GOS )-kT ln[〈exp(-(E1 -E0) ⁄ 2kT)〉0 ⁄

〈exp(-(E0 -E1) ⁄ 2kT)〉1] (11)

The advantage of eq 11 over DE (eq 9) is clear since the
energy differences inside the averages are now divided by
two. The advantage over eq 8 depends on the geometrical
choice of M for the DW calculations; it is likely that the
usual, convenient choice of λ ) 0.5 is less optimal than the
choice of λM ) 0.5 in eq 10. Indeed, Lu et al. refer to use of
eq 11 as “simple overlap sampling”20,21 and claims have been
made that it is “usually markedly more accurate than simple
sampling”,2 i.e., direct averaging, that DW is just a “time-
saving implementation of direct averaging”,21 and that “the
direct averaging method can thus be seen as not reliable”.21

Though convergence of eq 11 (OS) is expected to be better

than for eq 9 (DE), the case versus DW is less clear,
particularly when a similar number of simulations is run.
This has not been well tested previously, so results for a
large set of comparisons are reported here. Specifically, FEP
calculations have been performed with DW and OS alterna-
tives for 30 conversions of substituted benzenes (PhX f
PhY) in the gas phase and in water, which yield relative
free energies of hydration via Scheme 1.5 These are
fundamental conversions that are used routinely, for example,
in FEP-guided design of enzyme inhibitors,22 so establish-
ment of optimal protocols is particularly important. In
addition, the performance of the expansion given by the
Peierls equation has also been tested to first and second order.

Computational Details

The substituted benzenes were represented by the OPLS-
AA force field23 and the water molecules by the TIP4P
model.24 Metropolis Monte Carlo statistical mechanics (MC)
calculations were performed for a single solute in a periodic
cube with 500 water molecules at 25 °C and 1 atm in the
isothermal-isobaric ensemble using the BOSS program.18

The water-water cutoff was at 10 Å based on the OO
distance, and the solute-water interactions were included if
any non-hydrogen atom of the solute was within 10 Å of
the water O. The interactions were quadratically smoothed
to zero within 0.5 Å of the cutoff. For each FEP window, a
MC simulation was performed with equilibration for 3
million configurations and averaging for a subsequent 10
million configurations; this requires ca. 35 min on a 3.0 GHz
Pentium D processor. Our experience is that runs of this
length are necessary to allow adequate sampling for different
hydrogen-bonded states for a solute. For example, alcohols
typically participate in one to three hydrogen bonds with
water molecules, and these states do not rapidly interconvert.
If the MC or molecular dynamics run is not long enough to
sample well the different states, then significant errors can
arise in computed free-energy changes independent of the
sampling details, e.g., DW or OS.

The TIP4P water molecules underwent only rigid-body
translations and rotations, while the sampling of the solutes

Scheme 2

Table 1. Increments ∆λ Between Simulationsa

method ∆λ method ∆λ

10–DW 0.10 6–OS 0.20
14–DWb 0.10 11–OS 0.10
25–DW 0.04 15–OSb 0.10
5–OS 0.25 21–OS 0.05

a n-DW and n-OS are double-wide and overlap sampling using
n simulations. For DW and OS, the first simulations occur at λ )
∆λ/2 and λ ) 0, respectively, and the spacing between simulations
is ∆λ. b ∆λ ) 0.05 is used for λ ) 0 to 0.20 and λ ) 0.80 to 1.0.

Scheme 3
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included all internal degrees of freedom as well as the total
translations and rotations. Solute and volume moves were
attempted every 120 and 3125 configurations, respectively.
Acceptance rates of 30-50% for new configurations were
obtained by use of ranges for translations and rotations of
(0.06 Å and (6° for the solutes and (0.15 Å and (15°
for the water molecules. For the gas-phase MC calculations,
each window consisted of an equilibration phase of 0.15
million configurations followed by averaging over an ad-
ditional 1 million configurations. Mutations involving dif-
ferent numbers of atoms for PhX and PhY were performed
using dummy atoms that have no nonbonded parameters
(Lennard-Jones and Coulomb); the r0 values for bond lengths
to dummy atoms are taken as 0.3 Å. The reported uncertain-
ties in the averages ((1σ) for the free energy changes were
obtained from the fluctuation in separate averages over
batches of 2 million configurations.4b,25 Eq 12 is used where
m is the number of batches, θi is the average of property θ
for the ith batch, and <θ> is the overall average for θ. These
are all standard procedures that have been followed in prior
computations of relative free energies of hydration.26 It may
be noted that there are no “end-state problems when λ ) 0
or 1”20 with the MC simulations since calculations of forces
are not required.

σ2 )∑
i

m

(θi - 〈θ〉)2 ⁄ m(m- 1) (12)

Eight FEP protocols were examined as summarized in
Table 1. DW calculations were executed using 10, 14, and
25 windows. For the 10-window calculations, the first
window is run at λ ) 0.05 with perturbations to λ ) 0.0
and 0.10; the second window is at λ ) 0.15, etc. For the
25-window case, the first simulation is run at λ ) 0.02, and
the spacing is also even with ∆λ ) 0.04. The 14-window
alternative has become a standard one in our inhibitor design
work;22 this is the same as the 10-window case except that
the spacing is reduced to ∆λ ) 0.05 for λ ) 0 to 0.2 and
0.8 to 1.0. I.e., simulations are run at λ ) 0.025, 0.075, 0.125,
0.175, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.825, 0.875, 0.925,
and 0.975. This choice reflects the fact that the free-energy
changes are most rapid near the end points as atoms are
created or annihilated or atomic charges are changed when
eq 6 is applied. OS calculations were executed using eq 11
and 5, 6, 11, 15, and 21 windows. The λ-spacing was uniform
for all cases except 15-OS, which is the same as 11-OS with
the spacing halved for λ ) 0 to 0.2 and 0.8 to 1.0 as for
14-DW. For example, the simulations for 11-OS were run
at λ ) 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0,
and two free-energy increments were computed at each λ as
for DW (Scheme 3). In each case, the individual free-energy
changes are summed to yield the total result.

An example of the distributions of total solute-water
interaction energies from such a series of simulations is
presented in Figure 1. There is clearly substantial overlap in
the distributions for simulations at adjacent λ values even
for a case like the illustrated one where the hydrogen-bonding
abilities of the limiting solutes are significantly different. The
illustrated example is, in fact, the worst case for the
perturbations in Table 1 in that the average solute-water

interaction energy shifts the most from λ ) 0 to λ ) 1. For
cases that do not involve large differences in hydrogen
bonding, the centers of the distributions for λ ) 0 and λ )
1 are only shifted by a few kcal/mol.

FEP Results

FEP calculations were executed for the 28 PhX f PhY
changes listed in Table 2. The perturbations involve common
substituents, and no more than one non-hydrogen atom is
deleted or created in each case. Two forward and backward
cases are considered for PhCl rf PhH and PhOH rf
PhOMe; the results are not expected to be identical in
magnitude because in the present protocol the simulations
were executed sequentially starting from λ ) 0 (PhX) and
the last configuration from a completed window is used as
the starting point for equilibration of the next window. The
results in Table 2 are the differences in free energies of
hydration for PhX and PhY, ∆∆Ghyd, which are computed
from the difference in the FEP results in water and in the
gas phase, ∆G(aq) - ∆G(gas). There is essentially no
statistical uncertainty in the gas-phase results; the uncertain-
ties discussed below arise predominantly from the simula-
tions in water.

Two degenerate cases were also studied in depth; PhCl
was converted to itself by replacing the chlorine at C1 with
hydrogen and replacing the hydrogen at C4 with chlorine.
Similarly, phenol was converted to itself by analogous
shrinking and growing of the hydroxyl group. The exact
result is obviously ∆G ) 0 in these degenerate cases. The
results for ∆G(aq) are listed in Table 3 along with the
statistical uncertainty ((1σ) for the ∆G(aq) as computed
from eq 12. Each protocol was executed at least twice with
small changes to the ranges for solute translations and
rotations to yield independent estimates of the ∆G values.
As first indications of the precision of the alternative
protocols, the average absolute value of the ∆G results in
Table 3 are listed in Table 4. The average statistical
uncertainty for each method from the 28 results in Table 2
is also recorded in Table 4. Some salient points follow. (1)

Figure 1. Distributions for the total solute-water interaction
energies for the 11 windows in the 11-OS calculations for the
PhCOMef PhCONH2 conversion. The distributions progress
from that for λ ) 0.0 (acetophenone) on the far right to λ )
1.0 (benzamide) on the far left. Units for the y-axis are mole
fraction per kcal/mol.
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The trends in the results are reasonable with the random error
decreasing with the number of windows for both DW and
OS. (2) The errors are larger for phenol since the removal/
growth of a hydrogen-bonding group is a larger perturbation
than interconversion of chlorine and hydrogen. (3) The
uncertainty based on the fluctuations in the averages, σ, is
somewhat less than the uncertainties indicated by the
deviations of the ∆G values in Tables 3 and 4 from zero.
(4) There is little difference in the quality of results from
14-DW, 15-OS, 21-OS, and 25-DW. The average error of

ca. 0.15 kcal/mol in Table 4 appears to reflect the limit for
the simulations of the present length, independent of the
number of windows. (5) The errors with 5-OS and 10-DW
are likely too large for these procedures to be generally
useful, while 6-OS warrants further consideration.

Turning back to Table 2, the ∆∆Ghyd results are provided
for all methods except 5-OS. Table 5 summarizes the results
by providing the average unsigned and rms deviations

Table 2. Computed and Experimental Differences in Free Energies of Hydration (kcal/mol) for Substituted Benzenesa

X f Y 10-DW 14-DW 25-DW 6-OS 11-OS 15-OS 21-OS exptlb

Br Cl 0.60 0.61 0.57 0.63 0.59 0.59 0.57 0.33
CH3 CF3 1.20 0.99 1.45 1.35 1.27 1.36 1.33 0.64
Cl F -0.13 -0.18 -0.10 0.00 0.00 -0.01 -0.12 0.31
Cl H -0.38 -0.20 -0.41 -0.77 -0.57 -0.58 -0.41 0.26
H Cl 0.53 0.32 0.31 0.65 0.48 0.23 0.39 -0.26
CN F 2.70 2.68 2.66 2.56 2.43 2.77 2.52 3.41
COMe CONH2 -7.58 -6.45 -6.72 -7.31 -6.53 -6.42 -6.55 -6.42
COMe NO2 0.78 0.80 0.48 0.89 0.72 0.66 0.95 0.46
Et Me -0.42 -0.50 -0.35 -0.35 -0.27 -0.32 -0.29 -0.10
Et OMe -0.42 -0.58 -0.58 -0.67 -0.84 -0.18 -0.51 -1.67
F H -0.23 -0.26 -0.40 -0.40 -0.21 -0.34 -0.36 -0.05
i-Pr Et -0.36 -0.13 -0.27 -0.28 -0.38 -0.59 -0.12 -0.49
Me Cl 1.03 0.37 0.63 0.69 0.69 0.95 0.86 -0.23
Me H 0.42 0.48 0.34 0.45 0.23 0.44 0.22 0.03
Me NH2 -4.08 -4.48 -4.28 -4.09 -4.40 -4.32 -4.32 -4.60
MeC)CH2 COMe -4.51 -3.55 -4.28 -4.16 -4.17 -3.64 -4.19 -3.34
NH2 OH -0.54 -0.57 -0.48 -0.41 -0.18 -0.70 -0.38 -1.13
NHMe NH2 -0.52 -0.92 -0.99 -0.91 -1.25 -1.12 -0.88 -0.80
NMe2 NHMe -1.80 -0.85 -0.95 -0.70 -1.10 -1.22 -0.99 -1.24
NMe2 NO2 0.44 -0.06 0.46 0.33 0.77 0.32 0.13 -0.67
OH H 5.45 5.22 5.35 5.20 5.03 5.29 4.97 5.76
OH F 5.22 5.66 5.35 4.89 5.51 5.38 5.54 5.81
OH OMe 4.41 4.36 4.82 4.55 4.46 4.70 4.29 4.16
OMe OH -4.67 -4.15 -4.70 -4.46 -4.35 -4.77 -4.77 -4.16
Pr Et -0.18 -0.65 -0.30 -0.43 -0.41 -0.48 -0.64 -0.49
SH OH -5.03 -5.22 -4.93 -5.06 -5.10 -5.20 -5.18 -4.07
SMe OMe 0.30 0.32 0.05 0.03 0.03 0.07 0.09 0.27
Pr CH2OMe -2.39 -2.44 -2.48 -2.44 -2.41 -2.64 -2.44

a Results for PhX f PhY; n-DW and n-SOS are FEP results using double-wide sampling and overlap sampling with n simulations.
b Reference 27.

Table 3. Computed Free Energy Changes and Their
Uncertaintiesa in Water for Degenerate Mutations
(kcal/mol)

PhCl f ClPh PhOH f HOPh

∆G σ ∆G σ

10-DW-1 0.11 0.09 -0.86 0.15
10-DW-2 -0.24 0.07 0.38 0.16
14-DW-1 0.13 0.08 -0.29 0.16
14-DW-2 -0.06 0.09 -0.11 0.14
25-DW-1 0.04 0.05 -0.40 0.09
25-DW-2 0.12 0.05 -0.04 0.10
5-OS-1 0.20 0.16 1.12 0.23
5-OS-2 -0.35 0.13 -0.44 0.25
6-OS-1 -0.16 0.10 -0.56 0.27
6-OS-2 -0.22 0.12 0.12 0.24
11-OS-1 -0.07 0.09 -0.18 0.20
11-OS-2 0.01 0.09 -0.27 0.21
11-OS-3 0.19 0.10 0.31 0.18
11-OS-4 -0.06 0.08 -0.56 0.24
15-OS-1 -0.32 0.09 0.11 0.15
15-OS-2 -0.03 0.09 0.04 0.16
21-OS-1 0.13 0.14 -0.15 0.07
21-OS-2 0.00 0.07 0.27 0.11

a From eq 12.

Table 4. Average Absolute ∆G for the Degenerate
Mutations in Table 3 and Statistical Uncertainties for the 28
FEP Calculations in Table 2 (kcal/mol)

method ∆G σ method ∆G σ

10-DW 0.40 0.12 6-OS 0.27 0.22
14-DW 0.15 0.12 11-OS 0.21 0.13
25-DW 0.15 0.07 15-OS 0.13 0.11
5-OS 0.53 0.25 21-OS 0.14 0.09

Table 5. Average Absolute and RMS Deviations for
Computed and Experimental Free Energy Changes
(kcal/mol)a

10-DW 14-DW 25-DW 6-OS 11-OS 15-OS 21-OS exptl

10-DW 0 0.30 0.21 0.21 0.27 0.26 0.24 0.58
14-DW 0.43 0 0.23 0.25 0.24 0.23 0.18 0.39
25-DW 0.30 0.29 0 0.16 0.18 0.17 0.15 0.51
6-OS 0.28 0.34 0.23 0 0.18 0.23 0.18 0.58
11-OS 0.35 0.30 0.20 0.27 0 0.20 0.15 0.50
15-OS 0.36 0.28 0.22 0.32 0.27 0 0.18 0.48
21-OS 0.33 0.24 0.21 0.26 0.22 0.24 0 0.51
exptl 0.67 0.50 0.61 0.68 0.64 0.61 0.63 0

a Using the data in Table 2. Average absolute deviations in
upper triangle, rms deviations in lower triangle. Deviations with
25-DW and 21-OS are in bold.

Perspective J. Chem. Theory Comput., Vol. 4, No. 6, 2008 873



between the seven sets of computed results and the experi-
mental data. Agreement with experiment is not important
for the present methodological testing, though it is noted that
the average error of 0.5 kcal/mol for ∆∆Ghyd is typical with
OPLS-AA26 and it was also found previously in an extensive
study by Price and Brooks on the performance of OPLS-
AA for the properties of liquid substituted benzenes and their
free energies of hydration.28 Again, there are many points
to highlight. (1) The average deviation between the 21-OS
and 25-DW results is the smallest, 0.15 kcal/mol, which
reinforces this figure as the precision limit for the present
methods. The smallest rms deviation for 21-OS is also with
25-DW, 0.21 kcal/mol. Based on the results in Tables 2, 3,
4, and 5, 21-OS and 25-DW can be assumed to be the most
accurate procedures. (2) The average deviations between 21-
OS and 25-DW and the other procedures (10-DW, 14-DW,
6-OS, 11-OS, 15-OS) are all below 0.25 kcal/mol. The rms
deviations are all below 0.30 kcal/mol except with 10-DW,
which appears to be the least accurate of these alternatives.
(3) The results in the two cases where the PhX to PhY and
PhY to PhX FEP calculations were performed, chlorobenzene
to benzene and phenol to anisole, are also near the precision
limit with average discrepancies of 0.1-0.2 kcal/mol. (4)
The largest single discrepancies with the 21-OS results are
1.03 (10-DW), 0.63 (14-DW), 0.53 (25-DW), 0.76 (6-OS),
0.65 (11-OS), and 0.55 kcal/mol (15-OS). The perturbations
that show the largest oscillations in the results are acetophe-
none to benzamide, R-methylstyrene to acetophenone, and
N,N-dimethylaniline to N-methylaniline; all involve substan-
tial changes in hydrogen-bonding character and deletion of
atoms. (5) The average deviations between the results with
5-OS (not shown) and 25-DW and 21-OS are 0.29 and 0.31
kcal/mol, and the rms deviations are 0.42 and 0.46 kcal/
mol. The largest discrepancy with the 21-OS result is now
1.67 kcal/mol for the phenol to anisole conversion. Thus,
5-OS is reinforced as unacceptable for such FEP calculations.
10-DW is the next least acceptable. 6-OS performs notably
well, while 14-DW, 11-OS, and 15-OS are comparably more
reliable.

As a further check for consistency, the full set of 28 FEP
calculations was repeated with the 11-OS procedure three
more times with changes to the ranges for solute moves. The
average unsigned and rms deviations for the four 11-OS data
sets and the 25-DW and 21-OS results are presented in Table
6. The consistency is excellent with all rms values being
close to 0.20 kcal/mol. The 6-OS calculations were also
repeated; the rms discrepancies for this second set of the 28
results increased to 0.32 and 0.33 kcal/mol in comparison

to the results from 25-DW and 21-OS. Overall, in our view,
11-OS, 14-DW, and 15-OS are all viable procedures for
routine FEP calculations of relevance to molecular design.
The difference in performance between DW and OS is
insignificant for the present typical FEP calculations with
the number of windows in this range. Furthermore, the
slightly greater accuracy obtainable with 21-OS or 25-DW
does not justify the increased costs, while 6-OS may be useful
for preliminary exploration of large numbers of mutations.
An 8-OS alternative with the first and last window divided
in half was also tried for the 28 perturbations and yielded
rms discrepancies of 0.29 and 0.33 kcal/mol with the 25-
DW and 21-OS results.

It may be noted that the present limit of precision of about
0.2 kcal/mol with 11-OS, 14-DW, and 15-OS is adequate in
many situations. E.g., for computation of relative free
energies of binding for two inhibitors, FEP calculations are
required for the inhibitors by themselves in water and bound
to the biomolecule. The total uncertainty would then be (0.22

+ 0.22)1/2 ) 0.3 kcal/mol corresponding to a factor of 1.6
in inhibition constants, which is at the limit of typical
experimental assays. If improved precision is needed, then
the length of the simulation for each window should be
increased with the usual expectation that a factor of 2
improvement in precision requires at least a factor of 4
increase in sampling.2,4

Results with the Peierls Equation

Application of eq 3 was also considered, though there is no
practical advantage over use of the exact eq 1 since the MC
or MD simulations still need to be run and the additional
cost of averaging the quantities in either equation is
insignificant. However, the performance of the expansion is
of fundamental interest and has not been examined previously
for a series of typical A f B FEP calculations. Thus, for
each window in the 10-DW and 14-DW calculations, the
energy changes between the reference and perturbed states
and their squares were also averaged. The resulting
differences between the aqueous- and gas-phase calcula-
tions are summarized in Table 7 for the 14-DW case; the
comparisons are with the ∆∆Ghyd values calculated using
14-DW and eq 1.

The results from just the first-order term, the average
energy changes, are very good with an average unsigned
deviation of only 0.15 kcal/mol to the free-energy results
from eq 1. However, in the case of phenol to anisole and its
reverse the favorability of the hydration of phenol is

Table 6. Average Absolute and RMS Deviations between Computed Free Energy Changes (kcal/mol)a

6-OS-1 6-OS-2 11-OS-1 11-OS-2 11-OS-3 11-OS-4 25-DW 21-OS

6-OS-1 0 0.30 0.18 0.18 0.23 0.20 0.16 0.18
6-OS-2 0.36 0 0.26 0.30 0.30 0.24 0.26 0.27
11-OS-1 0.27 0.32 0 0.16 0.18 0.17 0.18 0.15
11-OS-2 0.26 0.35 0.22 0 0.16 0.19 0.17 0.13
11-OS-3 0.31 0.37 0.23 0.20 0 0.18 0.16 0.14
11-OS-4 0.29 0.30 0.22 0.22 0.24 0 0.16 0.15
25-DW 0.23 0.32 0.20 0.21 0.19 0.22 0 0.15
21-OS 0.26 0.33 0.22 0.16 0.18 0.18 0.21 0

a m-OS-n refers to n independent m-OS evaluations for the 28 PhX f PhY FEP calculations in Table 2. Average absolute deviations in
upper triangle, rms deviations in lower triangle.
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underestimated by 1.1 kcal/mol. The results get significantly
worse when the full second-order treatment (eq 3) is used
owing to poor convergence of the fluctuation term. The latter
is basically a T∆CV correction that only changes for
successful solute moves. Thus, the convergence is expected
to be significantly worse than for the computation of a pure
liquid’s heat capacity, which is well-known to be slow.4b,29

There are now more cases with serious problems including
PhCNf PhF, PhNMe2f PhNHMe, and PhOMef PhOH;
and, the rms deviation rises from 0.30 kcal/mol with the first-
order estimate to 0.63 kcal/mol including both terms in eq
3. The situation further deteriorates when only 10 windows
are used with the full eq 3; e.g., a 10 kcal/mol error was
obtained for the PhNMe2 f PhNHMe case, though the
average error with only the first-order term remains accept-
able at 0.19 kcal/mol. On the other hand, if changes that
involve OH, NHR, and CN groups are excluded, it is
apparent from Table 7 that there is negligible difference
between the results from the Zwanzig equation (eq 1) and
those from the first- or second-order expansion in the Peierls
equation. The greater ranges of solute-water interactions
for strongly hydrogen-bonding solutes are problematic for
application of eq 3.

Conclusion

An overview has been provided on the history of free-energy
perturbation (FEP) calculations and their application to

computation of relative free energies of solvation. In view
of the expanding role of FEP calculations for pursuing a wide
range of problems in chemistry and biochemistry including
molecular design, it is important to establish reliable
protocols for their execution. For 30 interconversions of
substituted benzenes, which represent prototypical cases for
molecular design, alternative sampling procedures and
numbers of FEP windows were considered. Simple overlap
sampling with 11 or 15 windows and double-wide sampling
with 14 windows emerged as viable procedures for such
routine FEP calculations; the present protocols with these
sampling methods yield statistical uncertainties of 0.2 kcal/
mol for free-energy differences. The slightly greater accuracy
obtainable with 21 to 25 windows does not clearly justify
the increased costs, while overlap sampling with 6 or 8
windows may be useful for preliminary exploration of large
numbers of molecular changes. Application of the power-
series expansion of the Zwanzig equation was also tested.
Use of the first-order term is generally reliable, while
inclusion of the slowly convergent, second-order fluctuation
term causes deterioration in the results for strongly hydrogen-
bonded solutes.
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1. Introduction

Solvation effects are essential components of all liquid-state
chemistry, and it is impossible to understand liquid-phase
organic, biological, or inorganic chemistry without including
them. The Nobel-Prize-winning gas-phase quantum mechan-
ical electronic structure methods of Pople1 and Kohn et al.2

require the additional inclusion of solvent for reliably
addressing problems in liquid-phase chemistry. Methods that
include the solvent implicitly are especially powerful because
they allow one to retain the minimal representation of the
solute, thereby facilitating progress with quantum mechanical
calculations at the same high levels as those used in the gas
phase,3,4 and because they allow one to model the solvent
with the correct bulk permittivity. Reliable calculations of
solutes in solution must take account of electrostatics,
cavitation, dispersion, and solvent structure, but solvation
effects are frequently dominated by electrostatics. Therefore,
achieving a solid understanding of electrostatic solvation
effects is an excellent starting point for understanding
solvation and improving solvation models.

Thermodynamically, there is no unique way to separate
electrostatic from nonelectrostatic contributions to the free
energy of solvation;5 only their sum is a state function.6

Nevertheless, one might try to define the electrostatic
contribution in a way that most practitioners would find
reasonable and definitive and to use that as a starting point
for physical analysis. It is already known, however, that
various successful solvation models make this partition
differently.7 This is sometimes attributed to their use of
different parameters, especially the atomic radii. If the atomic
radii were the only issue, one might try to define them in
some unambiguous way, for example, from radial distribu-
tion functions,8 and thereby establish a useful working

definition of the electrostatic contribution to equilibrium
solvation effects in terms of the static relative permittivity
and systematically defined atomic radii.

The first subject of the present contribution is to examine
popular implicit solvation models with a view to understand-
ing if the above procedure has merit. After that, we draw
some general conclusions about solvation modeling.

In section 2, we summarize the relevant theoretical
background. In section 3, we summarize five methods for
estimating the electrostatic contribution to the free energy
of solvation, and in section 4, we compare calculations
(especially designed for this perspective) carried out with
these methods. Section 5 contains discussion, and section 6
gives the principal conclusions.

2. Theory

In the electrostatic theory of dielectric media (i.e., noncon-
ducting media), the medium is associated with a relative
permittivity ε, which is a scalar constant for isotropic
homogeneous media and a scalar function of position for
isotropic nonhomogeneous media. The charges of the
medium (called bound charges) do not appear explicitly, and
the charge density per unit volume of explicitly treated
objects in the medium is called the free charge density Ff.
In a linear isotropic homogeneous medium, the scalar electric
potential Φ satisfies Poisson’s equation:

ε∇ 2Φ)-4π Ff (1)

For a nonhomogeneous medium, ε depends on position. For
such a medium eq 1 is replaced by9

∇ · (ε∇ Φ))-4π Ff (2)

which will be called the nonhomogeneous Poisson equation
(NPE). In the application considered in this article, Ff is the
solute charge density. Implicit solvation models (sometimes
called continuum solvation models or implicit or continuum
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solvent models) represent a solvated molecule at an atomic
level of detail inside a molecule-sized (and usually molecule-
shaped) cavity surrounded by a dielectric medium that
represents the solvent. The relative permittivity is equated
to the bulk static solvent value εs outside the cavity and to
a smaller value inside the cavity. The smaller value is usually
taken as unity (the relative permittivity of empty space),
which is appropriate if the solute polarization is treated
explicitly. Although models that treat the solute by unpo-
larized molecular mechanics are sometimes used, the rest
of this article is concerned with models that treat the solute
as polarizable and quantum mechanical. One then solves the
NPE coupled to the quantal description of the solute to obtain
the electric potential due to the polarized dielectric continuum
and the polarization of the solute; this potential, called the
reaction field �, equals the total potential Φ minus the
electrostatic potential10 Φ(0) of the gas-phase molecule.

From the reaction field, one calculates the free-energy
change corresponding to the solvation process. If we ap-
proximate the solute as rigid, the electrostatic contribution
to the free energy of solvation is given by11

∆GEP ) 〈Ψ|H(0) - e
2

�|Ψ〉 + e
2∑k

Zk�k - 〈Ψ(0)|H(0)|Ψ(0)〉

(3)

where e is the atomic unit of charge, �k is the reaction field
evaluated at atom k, Zk is the atomic number of atom k, H(0)

and Ψ(0) are the solute electronic Hamiltonian and electronic
wave function, respectively, in the gas phase, and Ψ is the
polarized solute electronic wave function in solution. This
equation includes the polarization of the solvent by the solute
and the distortion of the solute that is induced by this
polarization effect. If the charge density (the sum of the
electronic charge density e|Ψ|2 and the nuclear charges) is
represented by a set of nuclear-centered partial charges qk,
then

-〈Ψ|e�|Ψ〉 + e∑
k

Zk�k )∑
k

qk �k (4)

which is always negative (favorable to the solvation process)
if the model is accurate.

A key issue in all implicit solvation models is the boundary
between the solute cavity where ε < εs and the solvent
continuum where ε ) εs. In modern models, the boundary
is defined to enclose a superposition of atom-centered spheres
with radii Fk, which are called intrinsic Coulomb radii. The
boundary that encloses this superposition of spheres may be
defined to precisely enclose these spheres and nothing
else,12,13 which is called the solvent-accessible surface (SAS),
or it may also enclose the regions not touched by a certain-
size ball (whose radius is called the solvent radius or probe
radius) rolling on the SAS;14 the latter is called the solvent-
excluding surface or Connolly’s molecular surface. The
intrinsic Coulomb radii may be the van der Waals radii of
the atoms, scaled van der Waals radii, van der Waals radii
augmented by a solvent radius, or freely adjustable param-
eters. (Some models use spheres, ellipsoids, or isodensity
surfaces of the solute electron density as the boundary, but

such cavity boundaries are either unrealistic or numerically
troublesome and will not be considered here.)

Other implicit solvent models do not start with the NPE,
and it is instructive to classify implicit solvation models into
two groups, those that solve the NPE numerically, for
example, by finite differences15 or by boundary element
methods based on integral equations,16 and those that employ
a starting point based on Coulomb’s law, for example, single-
center multipolar expansions17,18 or the generalized Born
(GB) approximation.19–27 The Coulomb’s law models rep-
resent the solute as a collection of point charges19–27 (the
distributed monopole approximation), almost always located
at the nuclei, or as a set of point multipoles at the center of
the molecule.17,18 Most NPE solvers use the continuous
electron density of the solute, without approximating it by
charges or multipoles. One may label such solvers as density-
based NPE solvers. However, at least one NPE solver, which
is called the Poisson-Boltzmann solver (PBS),28 uses an
iterative two-step approach in which the first step of each
iteration (the calculation of an apparent surface charge that
represents the field due to the polarized dielectric medium)
uses a distributed monopole representation {qk} of the solute
charge density, and the second step (the calculation of the
interaction of the apparent surface charge with the solute
electron density) uses the continuous density distribution of
the solute.

In practice the NPE solvers approximate the reaction field
at an arbitrary position rK within the cavity as

�K )∑
m

qm

|rK - rm|
(5)

where rm is the coordinate of an element m of surface area
on the solute-solvent boundary (these elements are called
tessarae), and qm is the apparent surface charge on element
m. In contrast, the GB approximation is equivalent to
approximating the reaction field distribution as

�k )∑
k′

qk′

|rk - rk′|
fkk′ (6)

where rk and rk′ are evaluated only at atomic positions, and
fkk′ is a function to be specified. The value of a single term
in eq 6 (excluding qk′) is called a Coulomb integral. The
most successful function fkk′ for approximating the Coulomb
integrals is the dielectric descreening approximation,26 which
yields

fkk′ )- (1- 1
εs

) rkk′

√rkk′
2 +RkRk′ exp(-rkk′

2 ⁄ dRkRk′)
(7)

where

rkk′ ≡ |rk - rk′| (8)

and d is a parameter and Rk is the shielded atomic radius of
atom k; Rk represents an appropriately weighted average
distance of atom k from the solvent. The number of elements
m in eq 5 is in principle increased to convergence, whereas
the number of terms k′ in eq 6 is equal to the number of
atoms in the solute. A relation connecting eqs 5–8 is that4,29
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∑
m

qm )- (1- 1
εs

)∑
k′

qk′ (9)

In sections 3 and 4, we consider calculations with various
NPE solvers and compare them to GB calculations. (We do
not include calculations with one-center multipole expansions
among our test calculations in this article because for large
molecules this method is slowly convergent with respect to
the number of multipole moments.)

3. Computational Methods

The NPE coupled to a quantum simulation of a rigid solute
was solved using four implicit solvent models implemented
in four popular quantum chemical program packages:

(1) The Integral Equation Formalism Polarizable Con-
tinuumModelofGaussian03,30namely,IEFPCM29,31–33

(2) The conductor-like PCM model in the GAMESS
computer package,34–36 namely, C-PCM37–43

(3) The PBS algorithm28,44 in the Jaguar computer
package45

(4) The Generalized Conductor-like Screening Model
(GCOSMO) as implemented in NWChem.46

There are various ways to implement a conductor-like
model, and the various later implementations4,38,40,47–50

should not be confused with the original37 COSMO method.
In this article, GCOSMO refers to the default implementation
of the conductor-like method in the NWChem, version 4.7,
computer package.46 This implementation uses the GCOS-
MO dielectric screening factor38 for the conductor-like
apparent surface charge.

Except for intrinsic Coulomb radii, solvent radii, and εs,
which are specified in section 4, all NPE calculations were
carried out with the default numerical parameters and cavity
definitions of the respective programs. We varied tesserae
surface areas from 0.01 to 0.4 Å2 and found no significant
dependence of the solvation free energy on this parameter
(see the Supporting Information for more details). In the case
of large intrinsic Coulomb radii (>5 Å) with IEFPCM/
Gaussian 03, in order to improve the convergence of the
self-consistent reaction field, we set the average area of the
tesserae generated on each sphere in the cavity surface to
0.4 Å2 (instead of the default value of 0.2 Å2).

The GB calculations were carried out with a locally
modified version51 of Gaussian 03.30 The locally modified
version is based on algorithms described previously.13,52–55

The solute is again considered to be rigid. The Coulomb
integrals in the electrostatic polarization formula are ap-
proximated with the dielectric descreening approximation of
eq 7, with the parameter d set equal to 3.7, which is the
value used in the SM656 and SM857 solvation models. The
shielded Coulomb radius of atom k is computed by a three-
dimensional integration over the entire region outside the
atomic sphere defined by the intrinsic Coulomb radius Fk of
that atom.13,26 (A pairwise approximation that has been used
in some past work58 is not used in the present article.)

In all five methods, the calculations are iterated to self-
consistency of the solute electron density with the reaction
field due to the solvent, and reported electrostatic solvation
energies include the reorganization costs of distorting the

solute and polarizing the solvent. (For four of the methods,
the solute distortion cost is broken out in tables presented in
the Supporting Information.)

In the example calculations presented in this article, in all
five methods, the solute cavity is determined from the same
intrinsic Coulomb radii Fk that depend only on the atomic
numbers Zk of the atoms; these parameters are called RZ.

All solvation free energies, ∆GS, in this paper are the
electrostatic contribution only. That is, the cavity, dispersion,
solvent structure, repulsion, and liberation components are
not included because our goal in this perspective is to
compare alternative approaches to the electrostatic contribu-
tion. We note that to better illustrate the physics we present
results for solute cavities of various sizes, some quite
different from those that would be produced using the default
atomic radii for specific models. We adopt this strategy
because examining the behavior of the models over a large
range of parameter space, including intentionally unphysical
values, provides insight into the way they work. Analysis
of the accuracy of these models with their default settings
has been presented elsewhere.7,56,57

4. Results

Nine atomic species (Ne0,(, Na0,(, Cl0,() and nine mole-
cular species (C2H4

0,(, C2H6, CH3OH, CH3OH2
+, CH3O-,

CH2CHO, and CH2CF2) were studied as model systems with
the solvent relative permittivity εs set equal to the aqueous
value of 78.4. Electrostatic calculations were performed with
the solvent radius set to zero, in which case the solvent-
excluded surface reduces to the SAS. The solute was treated
by Hartree-Fock theory with the 6-31G(d)59 basis set. In
the case of open-shell electronic systems (Ne( , Na, Cl, and
C2H4

( ) we employed either restricted open-shell Hartree-
Fock (GCOSMO/NWChem) or spin-unrestricted Hartree-Fock
wavefunctions (forallothermodels).Weuse theHartree-Fock
method in calculations of electrostatic energies of solvation
because it is available in all four of the tested programs.
We also tested the M05-2X density functional60 available
in Gaussian 03,30 Jaguar,45 and NWChem.46 The results
obtained by density functional theory were nearly identical
to those obtained by Hartree-Fock theory (see the
Supporting Information for such a comparison). Electro-
static contributions to the free energies of solvation of
molecular species were computed at gas-phase geometries
optimized with the M06-2X density functional60 and the
6-31+G(d,p) basis set59 except that, for the C2H4

(

calculations, we used the M06-2X/6-31+G(d,p) geometry
of the neutral molecule.

Tables 1–3 give results for atoms and monatomic ions. In
each case, we considered several sets of atomic radii. For
atoms and monatomic ions, the GB result reduces to the
original Born formula:61

∆GEP )-1
2(1- 1

εs
)qk

2

RZ
(10)

which is the exact classical result for the case where the
solute is a conducting sphere of radius RZ. Tables 4–6 give
results for molecules and molecular ions. In these cases, we
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considered several sets of radii obtained by scaling the radii
used in the SM656 and SM857 aqueous solvation models by
the formula

RZ )MRZ
SM8 (11)

where M is a scaling factor. The other two sets of RZ values
correspond to using the van der Waals radii of Bondi62 and
the same Bondi radii scaled by a factor of 1.2. We chose
1.2 × Bondi because previous recommendations based on
COSMO-RS calculations suggested that the optimal radii are
about 1.17-1.2 times the Bondi radii.63,64 The last set of RZ

values is to set all RZ ) 10 Å.
In studying the tables, it is instructive to have an idea of

what radii would be most physical for practical calculations.
The optimum scaling factor for the radii depends to some
extent on how they are optimized, but the following
comments might be useful. The scale factor of 1.0 is by
definition optimal for the GB algorithm when optimized
against the SM6 aqueous training set.56 Optimizing M with
IEFPCM against all 2821 data points in the SM8 aqueous
and nonaqueous training set57 yields M ) 1.08. If, instead
of scaling the aqueous SM8 radii (which are the same as
the SM6 radii), we scale the Bondi radii and optimize the
scale factor against the 2821 data points in the SM8 aqueous
and nonaqueous training set, the optimum is found to be 1.08
× Bondi. (In each of these optimizations, we simultaneously
optimized a set of SM8-like atomic surface tensions.) When
one takes account of these optimizations and when one
compares the SM8 radii to the Bondi radii, one finds that
the physical region of the tables is between M ) 1 and M )
1.3 and between the Bondi row and the 1.2 × Bondi row.

When M is increased to greater than ∼1.4, the cavity
becomes more and more unphysical, but calculations with
such M values are included to show how the algorithms
respond when the cavity encloses larger and larger fractions
of the solute charge density. Similarly, when M gets
significantly smaller than 1.0, the cavity again becomes
unrealistic, and calculations with such values of M show what
happens when the amount of charge outside the cavity gets
even larger than it is for realistic cavities.

5. Discussion

The tables show a number of interesting features, especially
when one considers that they all correspond in some sense
to the same electrostatic problem. Consider first the mona-
tomic species in Tables 1–3. The C-PCM and IEFPCM
algorithms yield very similar results for all neutral atoms
and cations with all radii examined, except for very small
(unphysical) radii. For large atomic radii, these two methods
and the GCOSMO method agree precisely with the Born
formula for ions, which is comforting; however, the PBS
result is always larger by a factor of 1.0182 because Jaguar,
for reasons unexplained in the original articles,28,44 premul-
tiplies all radii by 0.9821. For anions with small radii, the
GCOSMO and PBS algorithms sometimes yield unphysical
positive results. Even for the Bondi radii, the deviations of
the various algorithms from one another are as large as 36.4

Table 1. Electrostatic Free Energies of Solvation for Ne,
Ne+, and Ne-

∆GS (kcal/mol)

RNe (Å) GB C-PCM GCOSMO IEFPCM PBS

Ne
0.85 0.0 -3.8 0.0 -3.8 0.0
1.00 0.0 -0.5 0.0 -0.5 0.0
1.15 0.0 -0.1 0.0 -0.1 0.0
g1.30 0.0 0.0 0.0 0.0 0.0

Ne+

0.85 -192.8 -231.7 -213.0 -231.3 -215.0
1.00 -163.9 -177.4 -171.6 -177.2 -173.1
1.15 -142.5 -147.2 -145.4 -147.2 -146.7
1.30 -126.1 -127.7 -127.2 -127.6 -128.5
1.54a -106.4 -106.8 -106.8 -106.7 -107.9
1.848b -88.7 -88.8 -88.8 -88.8 -89.9
2.00 -82.0 -82.0 -82.0 -82.0 -83.0
4.00 -41.0 -41.0 -41.0 -41.0 -41.5
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

Ne-

0.85 -192.8 -107.9 -148.0 -110.5 -138.6
1.00 -163.9 -129.8 -151.1 -134.3 -144.2
1.15 -142.5 -130.6 -140.8 -134.7 -136.6
1.30 -126.1 -122.5 -127.2 -125.2 -125.3
1.54a -106.4 -106.0 -107.6 -107.3 -107.5
1.848b -88.7 -88.7 -89.3 -89.2 -89.8
2.00 -82.0 -82.0 -82.3 -82.3 -83.0
4.00 -41.0 -41.0 -41.0 -41.0 -41.5
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

a van der Waals radius according to Bondi. b 1.2 × Bondi’s ra-
dius.

Table 2. Electrostatic Free Energies of Solvation for Na,
Na+, and Na-

∆GS (kcal/mol)

RNa (Å) GB C-PCM GCOSMO IEFPCM PBS

Na
1.00 0.0 -51.1 0.0 -51.0 0.0
1.15 0.0 -31.3 0.0 -31.3 0.0
1.30 0.0 -19.4 0.0 -19.3 0.0
1.65 0.0 -6.1 0.0 -6.1 0.0
2.00 0.0 -1.8 0.0 -1.8 0.0
2.27a 0.0 -0.7 0.0 -0.7 0.0
2.724b 0.0 -0.1 0.0 -0.1 0.0
g3.00 0.0 0.0 0.0 0.0 0.0

Na+

1.00 -163.9 -170.8 -167.2 -170.6 -170.2
1.15 -142.5 -144.6 -143.5 -144.6 -145.7
1.30 -126.1 -126.7 -126.4 -126.5 -128.1
1.65 -99.3 -99.4 -99.4 -99.4 -100.7
2.00 -82.0 -82.0 -82.0 -81.9 -83.0
2.27a -72.2 -72.2 -72.2 -72.2 -73.1
2.724b -60.2 -60.2 -60.2 -60.2 -60.9
4.00 -41.0 -41.0 -41.0 -41.0 -41.5
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

Na-

1.00 -163.9 -5.1 17.7 -5.1 23.1
1.15 -142.5 0.0 -3.8 0.0 0.5
1.30 -126.1 -2.4 -18.2 -2.4 -14.6
1.65 -99.3 -17.3 -37.0 -17.3 -34.5
2.00 -82.0 -29.9 -45.1 -29.8 -43.4
2.27a -72.2 -35.8 -47.5 -35.8 -46.2
2.724b -60.2 -40.4 -47.6 -40.4 -46.9
3.00 -54.6 -41.2 -46.4 -41.2 -46.0
4.00 -41.0 -38.2 -39.5 -38.2 -39.7
5.00 -32.8 -32.4 -32.6 -32.4 -33.0
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

a van der Waals radius according to Bondi. b 1.2 × Bondi’s ra-
dius.
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kcal/mol, and for radii smaller than the Bondi radii, the
deviations are very unsystematic. One should notice the
distinction between the model problem of a cavity with a
well-defined boundary, where ε is discontinuous and there
is no solute charge outside the cavity, and a real atom with
a nebulous boundary and a solute charge distribution that
decreases exponentially to zero far from the nucleus rather
than exactly to zero at a boundary. In some methods, the
wave function has been constrained to go to zero at the cavity
boundary,65 and the radius was then variationally optimized.
We do not consider such methods here, in part because the
great majority of calculations in current use do not employ
this constraint, and in part because this procedure does not
give realistic results for anionic solutes.65

For molecules (Tables 4–6), the clearest trend is that, for
a given set of radii, the GB method yields much smaller
(less-negative) free energies of solvation than the NPE
solvers for neutral molecules (as also found previously7),
but the GB free energy of solvation is not necessarily less
negative for ions. This cannot be attributed to radii, since
the radii are the same, and they do not yield this kind of
difference for atomic species. For Bondi radii, the various
methods differ by up to 5.2 kcal/mol for neutrals, 10.2 kcal/
mol for cations, and 5.5 kcal/mol for anions. Even for radii
15% larger than the SM6-SM8 radii, the deviations are up
to 4.9 kcal/mol for neutrals, 8.3 kcal/mol for cations, and
4.4 kcal/mol for anions. Even with M ) 4, some deviations
remain as large as 1.2 kcal/mol.

Whereas the GB approximation must give 0 for a neutral
atom, it need not give 0 for a neutral molecule. The
experimental solvation free energies of C2H4, C2H6, and

CH3OH in water are66 +1.3, +1.8, and -5.1 kcal/mol,
respectively. If, just for the sake of argument, we approximate
the cavity, dispersion, and solvent structure contributions as
being approximately equal for C2H4 and C2H6, then ∆GEP

should be about 0.5 kcal/mol more negative for C2H4 than
for C2H6. For M e 1.30, Tables 4 and 5 show much larger
differences for the NPE solvers. Similarly, ∆GEP should
probably be at most 3-4 kcal/mol more negative for CH3OH
than for C2H6, but Table 5 shows much greater differences
for the NPE solvers for M e 1.15 and for GB for M e 0.85.

A large part of the complication in comparing different
approaches to the electrostatic problem must be attributed
to outlying charge effects.67 These arise from the fact that
the Poisson solvers other than IEFPCM (and methods
equivalent to itssee next paragraph) assume that the entire
solute charge distribution lies within the solute cavity, but
the electron density used in the NPE solvers has tails that
lie outside the cavity. The GB algorithm and the first step
of each iteration in the PBS algorithm assume nuclear-
centered charges and therefore have no outlying charge, but
there is a related error due to approximating the real charge
distribution by distributed monopoles that lie entirely within
the cavity. The Born formula itself is not valid for real atomic
ions; one reason is that their charge is not confined to a finite
cavity.

The IEFPCM method includes an approximate treatment
of outlying charge that is equivalent28,68 to the approximate
SS(V)PE method69 of Chipman, but it seems unlikely that
this accounts for the entire difference from the GCOSMO
algorithm. For example, it has been noted that numerical
aspects of the solution of the Poisson equation lead to
outlying charge artifacts even for nuclear-centered charges;29

perhaps for this reason it is sometimes called “escaped
charge.”

The comparison of calculated solvation energies for C2H4
+

and C2H4
- for a given set of radii is very complex. For

example, for M ) 1.30, C2H4
- is better solvated, whereas

for M e 1.00, C2H4
+ is better solvated with NPE methods,

but C2H4
- is better solvated in the GB approximation. Note

that a loss of outlying charge decreases the intracavity
(negative) charge of an anion and increases the intracavity
(positive) charge of a cation, which rationalizes the behavior
of the NPE solvers. In the GB case, the unit nature of the
total charge is unaffected by the choice of cavity size.
However, the individual partial atomic charges appearing in
eq 6 need not be the same for the anion and the cation, so
that different solvation free energies are possible, effectively
recognizing higher moments than the molecular monopole
by use of an atom-centered monopole expansion of the
charge distribution.

We note that GB and NPE methods have been compared
previously for the same sets of radii,7,70,71 but some of the
key issues Vis-a-Vis the GB method that are evident in Tables
1–6 were not brought out in those studies, and the compari-
son with more than one NPE solver also brings new insight.
Furthermore, we note that we do not consider the GB
approximation to be an approximation to the model problem
solved by the NPE solvers (with its unrealistic or arbitrary

Table 3. Electrostatic Free Energies of Solvation for Cl,
Cl+, and Cl-

∆GS (kcal/mol)

RCl (Å) GB C-PCM GCOSMO IEFPCM PBS

Cl
1.00 0.0 -66.9 -8.1 -66.7 0.0
1.15 0.0 -23.2 -6.4 -23.2 0.0
1.30 0.0 -9.7 -4.9 -9.7 0.0
1.65 0.0 -2.5 -2.3 -2.6 0.0
1.75a 0.0 -1.9 -1.9 -1.9 0.0
2.10b 0.0 -0.9 -0.9 -0.9 0.0
g4.00 0.0 0.0 0.0 0.0 0.0

Cl+

1.00 -163.9 -367.0 -258.3 -365.7 -235.6
1.15 -142.5 -239.2 -197.0 -239.2 -178.6
1.30 -126.1 -175.8 -158.1 -175.6 -144.8
1.65 -99.3 -112.3 -109.5 -112.3 -104.2
1.75a -93.7 -102.8 -101.2 -102.8 -97.2
2.10b -78.1 -81.2 -80.9 -81.2 -79.5
4.00 -41.0 -41.1 -41.1 -41.1 -41.5
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

Cl-

1.00 -163.9 -6.0 -29.6 -5.9 -17.1
1.15 -142.5 -36.0 -69.4 -36.0 -61.9
1.30 -126.1 -60.5 -86.1 -60.5 -81.9
1.65 -99.3 -81.2 -89.7 -81.2 -89.0
1.75a -93.7 -81.5 -87.3 -81.4 -87.1
2.10b -78.1 -75.3 -76.7 -75.3 -77.3
4.00 -41.0 -41.0 -41.0 -41.0 -41.5
10.00 -16.4 -16.4 -16.4 -16.4 -16.6

a van der Waals radius according to Bondi. b 1.2 × Bondi’s
radius.
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solute-solvent boundary) but rather to be a separate ap-
proximation to the physical problem of a molecule in a real
solution.

For a given atomic radius, the amount of outlying charge
is larger for an anion than a cation. This explains why there
are larger deviations between NPE solvers and the GB
equation for large R for anions than for cations in Tables
1–3. But it is unlikely that the NPE result is meaningful when
there is outlying charge because charge transfers to the
solvent, if present, should be treated quantum mechanically,
not by dielectric continuum models.

From one point of view, the NPE solvers and the multipole
expansion methods may seem more fundamental than the
generalized Born approximation because the NPE is equiva-
lent to one of Maxwell’s four equations and is exact in
classical electrostatics, and multipole expansions are exact
whenconverged.However,therearealsocontraryconsiderations:

1. As illustrated above, the NPE solvers in current use
in molecular quantum chemistry codes give quite different
results for many realistic situations, even when employed
with the same atomic radii as parameters, and even when
the continuous electron density is not replaced by a point
charge representation. Hence, they do not necessarily
represent the correct solution even to the idealized

nonhomogeneous dielectric problem. We have attributed
a significant part of this deviation to outlying charge. In
this regard, we should also note that the interaction of a
test charge with a charge distribution (such as a the charge
distribution of a solute) can be precisely represented by a
multipole expansion only when the test charge lies outside
the charge distribution, but due to atomic tails, this is never
actually satisfied; therefore, the multipole expansion
methods also suffer from outlying charge inconsistencies
at the step where they represent the solute charge
distribution as a multipole expansion on a finite cavity
surface. An additional contributor to the differences
between the various NPE solutions is that the default
tesserae in the implementation of GCOSMO in NWChem
are farther from convergence than those employed in the
default implementation of IEFPCM in Gaussian 03 or the
default implementation of C-PCM in GAMESS.

2. Even if the Poisson equation were solved correctly for
the situation of ε equals unity in an interior region and ε

equals the bulk relative permittivity in an exterior region
representing the solvent, this is not an exact model of a real
solution. Actually, the permittivity changes gradually over
a fluctuating region with a width of at least a few tenths of
an Ångstrom and maybe even a width of one or two solvent

Table 4. Electrostatic Free Energies of Solvation for C2H4, C2H4
+, and C2H4

-

∆GS (kcal/mol)

M RH (Å) RC (Å) GB C-PCM GCOSMO IEFPCM PBS

C2H4

0.85 0.87 1.33 -0.7 -5.6 -5.1 -5.6 -3.8
1.00 1.02 1.57 -0.3 -3.6 -3.7 -3.6 -3.0
1.15 1.17 1.81 -0.2 -2.3 -2.3 -2.3 -2.1
Bondi 1.20 1.70 -0.2 -2.2 -2.3 -2.2 -2.0
1.30 1.33 2.04 -0.1 -1.5 -1.7 -1.4 -1.2
1.2 × Bondi 1.44 2.04 -0.1 -1.2 -1.2 -1.2 -1.0
1.65 1.68 2.59 0.0 -0.5 -0.4 -0.5 -0.4
2.00 2.04 3.14 0.0 -0.2 -0.2 -0.2 -0.2
3.00 3.06 4.71 0.0 0.0 0.0 0.0 0.0
n.a. 10.00 10.00 0.0 0.0 0.0 0.0 0.0

C2H4
+

0.85 0.87 1.33 -88.7 -109.0 -101.9 -109.0 -104.8
1.00 1.02 1.57 -80.1 -88.8 -88.6 -88.8 -87.7
1.15 1.17 1.81 -73.0 -77.2 -78.1 -77.1 -77.5
Bondi 1.20 1.70 -74.3 -79.3 -81.1 -79.7 -78.9
1.30 1.33 2.04 -66.9 -69.3 -71.7 -69.3 -68.3
1.2 × Bondi 1.44 2.04 -65.6 -67.7 -69.9 -67.7 -67.8
1.65 1.68 2.59 -55.8 -56.6 -56.5 -56.7 -56.3
2.00 2.04 3.14 -47.2 -47.6 -47.9 -47.8 -48.6
3.00 3.06 4.71 -32.5 -32.7 -33.0 -32.7 -33.1
4.00 4.08 6.28 -24.8 -24.9 -24.8 -24.9 -23.7
5.00 5.10 7.85 -20.1 -20.1 -20.0 -20.1 -20.3
n.a. 10.00 10.00 -14.9 -14.9 -14.8 -14.9

C2H4
-

0.85 0.87 1.33 -96.1 -74.6 -89.4 -74.5 -85.3
1.00 1.02 1.57 -84.2 -78.8 -86.5 -78.7 -80.8
1.15 1.17 1.81 -75.5 -75.5 -79.9 -75.3 -77.0
Bondi 1.20 1.70 -77.9 -77.6 -82.9 -77.6 -80.3
1.30 1.33 2.04 -68.5 -69.8 -73.0 -69.8 -69.0
1.2 × Bondi 1.44 2.04 -67.5 -69.7 -72.9 -69.7 -69.9
1.65 1.68 2.59 -56.4 -57.1 -56.8 -57.4 -56.7
2.00 2.04 3.14 -47.6 -47.9 -48.2 -48.1 -48.5
3.00 3.06 4.71 -32.6 -32.8 -33.1 -32.8 -33.1
4.00 4.08 6.28 -24.9 -24.9 -24.8 -24.9 -23.7
5.00 5.10 7.85 -20.1 -20.1 -20.0 -20.1 -20.3
n.a. 10.00 10.00 -14.9 -14.9 -14.8 -14.9
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shells. (Some workers have used a three-parameter smooth
function instead of a discontinuous one for the permittivity,72,73

but the uncertainty in the shape and parameters remains.)
The shape and size of the region where the permittivity
differs from the bulk value are not known, and the correct

value or function to use for the permittivity in this region is
also not known, and these uncertainties make the electrostatic
contribution quite uncertain. It is not clear that it is
worthwhile to expend the effort to solve a partial differential
equation accurately when there are significant uncertainties

Table 5. Electrostatic Free Energies of Solvation for C2H6, CH3OH, CH3OH2
+, and CH3O-

∆GS (kcal/mol)

M RH (Å) RC (Å) RO (Å) GB C-PCM GCOSMO IEFPCM PBS

C2H6

0.85 0.87 1.33 -0.4 -2.6 -3.2 -2.6 0.2
1.00 1.02 1.57 -0.1 -1.1 -0.7 -1.1 0.0
1.15 1.17 1.81 -0.1 -0.5 -0.5 -0.5 0.0
Bondi 1.20 1.70 -0.1 -0.4 -0.4 -0.4 0.0
1.30 1.33 2.04 0.0 -0.3 -0.5 -0.3 0.0
1.2 × Bondi 1.44 2.04 0.0 -0.2 -0.3 -0.2 0.0
1.65 1.68 2.59 0.0 -0.1 -0.1 -0.1 0.0
g2.00 2.04 3.14 0.0 0.0 0.0 0.0 0.0

CH3OH
0.85 0.87 1.33 1.29 -6.2 -18.0 -17.7 -18.0 -14.8
1.00 1.02 1.57 1.52 -3.5 -10.9 -11.3 -10.9 -9.4
1.15 1.17 1.81 1.75 -2.2 -6.8 -7.1 -6.8 -6.0
Bondi 1.20 1.70 1.52 -2.9 -8.1 -8.1 -8.0 -7.4
1.30 1.33 2.04 1.98 -1.5 -4.5 -4.9 -4.5 -4.0
1.2 × Bondi 1.44 2.04 1.82 -1.6 -4.7 -4.7 -4.6 -4.3
1.65 1.68 2.59 2.51 -0.7 -2.0 -2.0 -2.0 -1.8
2.00 2.04 3.14 3.04 -0.4 -1.0 -1.1 -1.0 -1.0
3.00 3.06 4.71 4.56 -0.1 -0.3 -0.3 -0.3 -0.3
4.00 4.08 6.28 6.08 0.0 -0.1 -0.1 -0.1 -0.1
5.00 5.10 7.85 7.60 0.0 -0.1 -0.1 -0.1 -0.1
n.a. 10.00 10.00 10.00 0.0 0.0 0.0 0.0 0.0

CH3OH2
+

0.85 0.87 1.33 1.29 -92.9 -116.6 -116.4 -116.5 -106.9
1.00 1.02 1.57 1.52 -82.8 -95.5 -95.7 -95.5 -90.8
1.15 1.17 1.81 1.75 -75.1 -82.7 -83.4 -82.7 -79.8
Bondi 1.20 1.70 1.52 -76.6 -84.5 -86.8 -84.4 -80.8
1.30 1.33 2.04 1.98 -68.7 -73.7 -76.3 -73.7 -72.5
1.2 × Bondi 1.44 2.04 1.82 -67.6 -71.9 -72.9 -71.8 -70.5
1.65 1.68 2.59 2.51 -57.0 -59.4 -60.6 -59.5 -58.8
2.00 2.04 3.14 3.04 -48.1 -49.5 -50.4 -49.5 -49.8
3.00 3.06 4.71 4.56 -33.0 -33.4 -33.4 -33.4 -32.8
4.00 4.08 6.28 6.08 -25.1 -25.3 -25.3 -25.3 -24.3
5.00 5.10 7.85 7.60 -20.3 -20.4 -20.4 -20.4
n.a. 10.00 10.00 10.00 -14.8 -14.8 -14.8 -14.8

CH3O-

0.85 0.87 1.33 1.29 -103.2 -94.5 -106.5 -94.5 -101.3
1.00 1.02 1.57 1.52 -88.7 -87.8 -93.4 -87.7 -90.9
1.15 1.17 1.81 1.75 -78.5 -79.4 -82.9 -79.3 -80.6
Bondi 1.20 1.70 1.52 -86.3 -88.1 -91.8 -88.2 -89.8
1.30 1.33 2.04 1.98 -70.7 -71.9 -73.6 -71.9 -72.7
1.2 × Bondi 1.44 2.04 1.82 -73.2 -76.3 -78.4 -76.2 -77.0
1.65 1.68 2.59 2.51 -57.6 -58.5 -59.9 -58.6 -57.4
2.00 2.04 3.14 3.04 -48.5 -49.1 -50.2 -49.2 -49.6
3.00 3.06 4.71 4.56 -33.2 -33.5 -33.5 -33.5 -33.9
4.00 4.08 6.28 6.08 -25.3 -25.4 -25.4 -25.4 -24.9
5.00 5.10 7.85 7.60 -20.4 -20.5 -20.4 -20.5 -20.7
n.a. 10.00 10.00 10.00 -15.2 -15.2 -15.3 -15.2 -15.3

Table 6. Electrostatic Free Energies of Solvation for CH2CHCHO and CH2CF2

∆GS (kcal/mol)

M RH (Å) RC (Å) GB C-PCM GCOSMO IEFPCM PBS

CH2CHCHO
Bondi 1.20 1.70 -4.3 -10.3 -10.6 -10.4 -9.3
1.2 × Bondi 1.44 2.04 -2.7 -6.0 -6.1 -6.0 -5.6

CH2CF2

Bondi 1.20 1.70 -0.6 -3.3 -3.9 -3.3 -2.7
1.2 × Bondi 1.44 2.04 -0.4 -1.5 -1.9 -1.5 -1.2
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in the parameters of the differential equation and the results
depend strongly on these parameters.

3. Even if the parameters governing the spatial dependence
of the solvent permittivity were known, and even if the
Poisson equation were easy to solve, it is not strictly valid
to use an equation of macroscopic electrostatics on an atomic
scale. Just as macroscopic thermodynamics breaks down at
the nanoscale, so does macroscopic electrostatics.

In contrast to the NPE solvers, the generalized Born
approximation simplifies the treatment of charge distributions
by replacing the continuous charge density of the solute by
a set of atom-centered partial charges for all stages of the
calculation. This eliminates the incorrect treatment of outly-
ing charge but at the cost of incorrectly eliminating the
outlying charge itself. Furthermore, the GB method intro-
duces errors due to the fact that certain types of charge
distributions may be poorly described by atom-centered
monopoles, for example, the local charge distributions about
atoms with lone pairs.74

One way to try to ascertain the correct partition of
solvation effects into electrostatic and nonelectrostatic terms
is to consider the change in observable or potentially
observable properties of solutes. For example, the change
in solute dipole moment is mainly a response to the
electrostatic interaction with the solvent, so that if two models
give different electrostatic contributions to the solvation
process, the one that predicts a more accurate solute dipole
moment in solution might (other factors being equal) be
judged to be the more reasonable one (although actual
calculations of this response property show more complex
relationships than one might have expected between predicted
electrostatic contributions to free energy of solvation and
predicted changes in dipole moments7). Unfortunately, the
molecular dipole moment is not well-defined for a molecule
immersed in a solvent, even in the absence of charge transfer
(although considerable effort has gone into methods for
obtaining physically reasonable values75–77), and charge
transfer to and from the solvent complicates this further.78

Perhaps there are observables, for example, in vibrational
spectroscopy or in NMR spectroscopy, that will eventually
give useful information of this type, but so far the consid-
eration of molecular properties in solution has not yielded
any firm conclusions about the best way to approximate the
electrostatic effect.

Some studies have shown good agreement between explicit
and implicit solvent models for free energies of solvation,79–86

and other studies have found differences that were interpreted
in terms of deficiencies in the GB type of treatment.87 Thus,
one might consider defining the electrostatic contribution
statistical-mechanically from explicit calculations, but there
are difficulties with this as well. In addition to the funda-
mental difficulty5,6 mentioned in the Introduction, there are
uncertainties due to the molecular mechanics representation
of the solvent. Furthermore, the partial charges that control
electrostatic terms in molecular mechanics are sometimes
not optimized separately from the short-range van der Waals
terms. Thus, the electrostatic and nonelectrostatic terms are
not separately meaningful in a quantitative sense.

In light of the intrinsic uncertainties in apportioning the
solvation free energy into electrostatic and nonelectrostatic
terms, either thermodynamically or by well-defined model
problems, another strategy may be considered. First, recog-
nizing that there is some arbitrariness, one defines the bulk
electrostatic contribution in a physically reasonable way.
Since, for any physical definition of the electrostatic con-
tribution, electrostatics will dominate the solvation energy
of ions, the reasonableness of this definition may be judged
by its success for ionic solutes. If this definition is based on
algorithms such as the NPE or GB ones, it will fully include
the long-range interaction of the solute with bulk solvent,
for which it is reasonable to use the bulk permittivity. All
remaining contributions to the solvation free energy are then
of short-range, and they include cavitation, dispersion (the
|r - rk|-6 dependence of dispersion is of shorter range than
the |r - rk|-4 dependence of electrostatic polarization), and
solvent structural considerations that cause the short-range
response of the solvent to differ from the defined bulk
electrostatic contributions. The solvent structural component
has two kinds of contributions, which one may label as short-
range (or nonbulk) electrostatic contributions and nonelec-
trostatic contributions. The nonelectrostatic contributions
include effects such as the solvent entropic components of
the hydrophobic effect and the partial covalent character of
hydrogen bonds. The short-range electrostatic contributions
include all of the deviations of the electrostatics from the
assumed bulk model, such as the inexactness of the solute
charge model (whether the solute charge distributions are
modeled by wave functions or partial charges, there is in
practice a residual inaccuracy, for example due to basis sets
or fixed solute geometries, and this may have a systematic
component) and the inexactness of the solvent permittivity
model (including assumed values for intrinsic Coulomb
radii). Since the short-range effects are primarily associated
with physical effects in the first solvation shell and the
inexactness and uncertainties of the bulk electrostatic model
in the first solvation shell, they can be modeled in terms of
short-range analytic forms such as surface tensions associated
with the SAS. Such a strategy has already been used for
solvation modeling, and it has led to more accurate models
than those for which the electrostatic and nonelectrostatic
terms were determined separately.56,57

6. Conclusions

There is no unique way to define the electrostatic contribution
to the free energy of solvation, and methods currently in use
can give very different answers for the same idealized
problem of a molecular solute in a continuum dielectric
medium. Although the electrostatic component of the free
energy of solvation is not well-defined in thermodynamics,
one might hope to define it by statistical mechanics.
However, current methods based on the nonhomogeneous
Poisson equation have uncertainties due to the definition, size,
and shape of the solute cavity; the assumed way in which
the permittivity changes at and near the solute-solvent
boundary; and the portion of the solute charge that lies
outside the cavity. The generalized Born approximation has
different but equally serious approximations.
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The electrostatic contribution to solvation, like the elec-
trostatic contribution to any molecular modeling problem,
cannot be considered in isolation from the whole model.
Therefore, the “electrostatic” and “nonelectrostatic” terms
should be considered as “bulk-electrostatic” and “non-bulk-
electrostatic” terms, and the latter should account not only
for cavity, dispersion, solvent structure, repulsion, and
liberation, but also for deviations of the “true” electrostatics
from those corresponding to the bulk model assumed in the
bulk-electrostatic terms. This deviation is sensitive to the
solvent structure in the first solvation shell, and it can be
considered to be part of the solvent structure contribution to
the nonbulk-electrostatic terms. The validity of a model can
be judged by the usefulness of the whole model in predicting
and correlating experimental observables, but not by any
supposed rigor in the electrostatic part of the formulation.
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Abstract: Serious and systematic errors with popular
density functionals occur for isodesmic stabilization ener-
gies of n-alkanes, isomerization, and dimerization energies
of hydrocarbons and geometries of sterically overcrowded
aromatic systems. These functionals are too biased toward
the correct description of free atoms. Changing two
parameters within the Perdew-Burke-Ernzerhof approxi-
mation leads to a new nonempirical functional, PBEsol,
that improves the description of large organic systems.

Proper description of stereoelectronic (SE) effects1 is desirable
for any theoretical method to be used in organic chemistry. The
SE design rules are frequently used in synthetic organic
chemistry to design and explain new reactions by electron
donating and withdrawing effects or steric interactions. It is
shown in this communication that a new, nonempirical semilocal
Kohn-Sham (KS) density functional theory (DFT)2 approxima-
tion, called PBEsol,3 describes more correctly the SE effects in
many hydrocarbons than do the semilocal DFT functionals tested
in previous reports.4,5

KS DFT approximations for the exchange-correlation energy
can be classified into two major groups, empirically fitted or
nonempirical. The nonempirical functionals form a hierarchy
of semilocal approximations with increasing complexity and
(usually) accuracy. The simplest approximation is the local spin

density approximation (LSDA), while the next two levels are
the generalized gradient approximation or GGA (e.g., PBE6)
and the meta-GGA (e.g., TPSS7). The hybrid functionals define
a fourth level that is fully nonlocal and semiempirical. In the
assessment of density functional approximations, great weight
is usually given to the accuracy of molecular atomization
energies or the enthalpies of formation constructed from
calculated atomization energies. Earlier studies have shown8 that
GGA and global hybrid GGA functionals (e.g., B3LYP,9 or
B3PW9110), that were parametrized for the enthalpies of
formation of the relatively small molecules, can fail seriously
for larger molecules. Due to the computational expense of the
exact exchange, calculations using hybrid functionals can be
very expensive compared to the pure GGA or meta-GGA
functionals. Solid-state calculations are also quite inefficient with
hybrid functionals, and thus development of good quality,
reliable semilocal functionals is important.

We have shown11 that the TPSS meta-GGA7 achieves
remarkably accurate atomization energies for 50 large hydro-
carbons and substituted hydrocarbons. We also presented strong
evidence that most of the error of previous nonempirical
functionals resides in the energy of the free atom and so cancels
out of typical reaction energies. Finally, we suggested that
enthalpies of formation, calculated without any reference to the
free atoms, would provide a fairer assessment of the performance
of approximate density functionals. (See also refs 12 and 13.)

Recently examples of stereoelectronic effects in alkane
isomers have been summarized.4 Independent works have shown
serious and systematic errors of several popular DFT methods
(e.g., B3LYP or to a lesser extent PBE) for isodesmic stabiliza-
tion energies of n-alkanes5 and octane or (CH)12 hydrocarbon
isomer energy differences.14

More recently it has been argued that popular exchange-
correlation functionals are biased toward the correct description
of free atoms3,15 by their gradient coefficients for exchange and
thus often fail to improve upon LSDA for solids. These
functionals also fail for larger organic molecules. It has been
shown that the exact second-order gradient expansion for
exchange is relevant for realistic densities of densely packed
solids, while the similar expansion for correlation is less relevant.
This suggests using the exact second-order gradient expansion
coefficient (µGE ) 10/81) within the PBE exchange enhancement
factor, Fx(s) where s is a dimensionless density gradient, for
such densities. Also adjusting the correlation functional to satisfy
another condition leads to a new nonempirical GGA, PBEsol,
that performs well for solids and their surfaces and could
improve the description of large organic systems and reactions.
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With increasing size, the electron densities of molecules become
more similar to solid-state densities.

We note that PBE and PBEsol are both first-principles GGAs,
but they are based upon different selections of exact constraints
to satisfy. At the GGA level, but not at the higher meta-GGA
level, one can at most satisfy two out of the following three
constraints exactly: (I) second-order gradient expansion for
exchange, (II) second-order gradient expansion for correlation,
(III) LSD-like linear density response of a uniform electron gas.
PBE satifies (II) and (III) but not (I). PBEsol satisfies (I) and
compromises between (II) and (III). Any PBE GGA subroutine
can be converted to PBEsol simply by changing two gradient
coefficients3 (µ from 0.21951 to 10/81 and � from 0.0667 to
0.0460). Further details of the new PBEsol functional and its
performance can be found in ref 3.

In order to estimate the long-range dispersion energy we use
the well established and tested DFT-D method,16 employing
damped atom-pairwise -C6/R6 terms. (For a recent review see
17.) For PBEsol-D we take the (asymptotically correct) s6

scaling factor of unity (for PBE s6 ) 0.75) and merely readjust
the Rscal scaling factor of the atomic van der Waals radii from
the original value of 1.1 to 1.42 to fit the computed interaction
energies of a few typical van der Waals complexes (S22 set,
see the Supporting Information). The r0 value used in the
damping function is the sum of the two scaled atomic van der
Waals radii.16 The larger Rscal accounts for the more attractive
character of the interatomic PBEsol interactions in the medium-
range correlation regime (making the dispersion correction more
long-ranged). While no GGA without a dispersion correction
can account for long-range correlation, the PBEsol (after the
error cancelation between exchange and correlation expected
for local and semilocal approximations) can apparently account
for medium-range interaction better than PBE. Moreover, for
Ne2 and Ar2, PBE is reasonably good,18,19 but PBEsol is even
better20 for the repulsive part of the binding energy curve.

Following Zhao and Truhlar,21 we have used a small test set
composed of the following components: experimentally derived
zero-point exclusive chemical reaction energies of

n-C6H14 + 4CH4f 5C2H6 (1)

and

n-C8H18 + 6CH4f 7C2H6 (2)

experimentally derived22 zero-point exclusive relative energies
of 2,2,3,3-tetramethylbutane 3a and n-octane 3b and relative
energies of three (CH)12 isomers 4a, 4b, and 4c. We added to
the test set the anthracene dimerization reaction energy (5a and
5b). The structures are shown in Figure 1.

We note that the serious discrepancies between computed and
experimental isodesmic reaction energies of (1) and (2) have
been attributed to the so-called “protobranching” effect, defined
as the stabilizing interaction of geminal methyl (-CH3) or
methylene (-CH2-) groups. It has been shown4 that many popular
exchange-correlation functionals fail for this effect. Later it was
shown that the heavily parametrized M05-2X global hybrid
functional (for organic chemistry only) performs well on these
tests.21 This was attributed to an improved correlation functional
for the medium-range electron correlation. While we concur
with the importance of medium-range correlation in these

systems, it is interesting to note that the LSDA that is the most
local functional performs extremely well for these problems,
as observed by Wodrich et al.5 and shown in Table 1. These
good LSDA results can be attributed to the serious overbinding
error of the Slater exchange that is imperfectly balanced by the
LSDA correlation.19

The results in Table 1 show the relatively good performance
of M05-2X, PBEsol, and LSDA for the isodesmic stabilization
energies of hexane and octane and for the isomer energy
difference of octane. Good performance of PBEsol for (CH)12-
(E(4c)-E(4b)) can also be observed in Table 2 (taking CCSD(T)
as the standard for 4; see details below). In contrast, the 8.3
kcal/mol CCSD(T) energy difference between the 4c and 4b
isomers is seriously underestimated by the PBE, TPSS, and
especially the B3LYP functionals. (The B3LYP functional gives
very poor results for structures with single bonds only and for
bicyclic hydrocarbons, as pointed out in ref 14.) However,
E(4b)-E(4a), involving a large change in the number of multiple
bonds, is strongly overestimated by LSDA and PBEsol, while

Figure 1. Structures of 2,2,3,3-tetramethylbutane 3a, n-
octane 3b, and the (CH)12 isomers, where 4a, 4b, and 4c
correspond to the structures 1, 22, and 31 in ref 14. An-
thracene is 5a and its dimer is 5b.

Table 1. Zero-Point Exclusive Energies (kcal/mol) of
Hexane (∆E(1)) and Octane (∆E(2)) Isodesmic
Stabilization Energies of Reactions 1 and 2 and Relative
Energies of Two Octane Isomers

method ∆E (1) hexane ∆E (2) octane
E(3b)-E(3a)

octane isomers

expt 9.3a 14.0a 1.9a

CCSD(T) 8.6b

SCS-MP2 8.0c 12.0c 1.9c

MP2 9.7c 14.6c 5.1c

M05-2X 8.2d 12.2d 2.0d

B3PW91 4.7d 7.0d -7.0d

B3LYP 4.0b 5.9b -8.4d

TPSS 3.9e 5.7e -5.6e

PBE 5.6e 8.3e -4.6e

PBEsol 7.4e 11.0e -1.3e

PBEsol-D 8.3e 12.5e 0.3e

LSDA 9.9e 14.8e 3.7e

a For experimental values see ref 22. b Reference 9. c Present
work, single point frozen core SCS-MP2 or MP2/TZV(2df,2pd)//PBEh/
TZV(2d,p) results. d Reference 21. e Present work, single point
6-311+G(2d,2p)//M05-2X/6-311+G(2df,2p) results. PBEsol-D: an
estimated dispersion correction was added to PBEsol values.
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PBE, TPSS, and M05-2X give energy differences close to that
of CCSD(T). The M06-L functional23 gives slightly worse
results24 for these problems than the M05-2X functional.

The photodimerization of anthracene (5a) is a reversible [4
+ 4] cycloaddition which yields the covalently bound polycyclic
dimer (5b). The condensed phase dimer is labile at elevated
temperatures and exothermally dissociates to monomers. The
dissociation energy of the gas phase dimer is well studied, and
the highest levels of calculations give De ) 9 ( 3 kcal/mol
(endothermic).25 It can be observed that HF, B3LYP, PBE, and
dispersion corrected PBE-D fail considerably for De, giving
-19.6, -24.6, -13.2, and 3.2 kcal/mol, respectively (using
TZV(2p,d) basis set and MP2/TZV(d,p) geometries; see also
ref 26). The LSDA/6-311+G(2d,2p) De is too positive (13 kcal/
mol). Our new PBEsol and dispersion corrected PBEsol-D/
TZV(2p,d) single point energies are considerably better, giving
for De -0.5 and 9.4 kcal/mol, respectively. (See the Supporting
Information).

Longstanding problems for density functionals are the
geometries of cyclophanes and related sterically overcrowded
aromatic systems.27 As analyzed in detail in ref 27, typical
density functionals properly account for the Pauli-exchange
repulsion between the clamped aromatic rings but do not
describe accurately the electron correlation effects between the
π-systems. These are at distances below the van der Waals
radius of carbon, showing that this is not a typical dispersion
problem. In effect this leads to too long inter-ring spacings and
too strong stretching of the bridging single bonds (cf. Figure 2
for PBE results and ref 27 for even worse B3LYP data).

As can be seen from Figure 2, this problem is more or less
solved with PBEsol, which yields almost perfect agreement with
experiment for all important structural parameters. This holds
in particular for the (chirality inducing) torsion angle φ which
is too small with PBE and even zero with B3LYP but very
accurate with PBEsol. The differences between the PBE and
PBEsol geometries are much larger than the expected packing
effects. PBEsol geometry is much closer to the SCS-MP2 or
experimental geometry27 than PBE is.

The presented results suggest that a diminished gradient
dependence makes PBEsol better than PBE and other standard
semilocal functionals not only for solids (moderately varying

densities with metallic or single bonds) but also for single-
bonded hydrocarbon molecules and for E(4c)-E(4b), while PBE
and TPSS remain better for energy differences between some
multiply and singly bonded isomers (e.g., E(4b)-E(4a) or E(4c)-
E(4a)). PBEsol is clearly better than PBE for the gas phase
dissociation energy of the anthracene dimer (5a and 5b). For
6, where the medium-range electron correlation is important,
the new PBEsol functional gives excellent agreement with the
experimental geometry. It can be expected that PBEsol, which
provides good lattice constants for solids, will also give good
geometries for large molecules. Further studies are needed to
confirm and refine these tentative conclusions. The stronger
enhancement of exchange in PBE GGA and other standard
semilocal density functionals is needed for free atoms, for
hydrogen bonds, and perhaps for some multiple bonds. In
independent work, Vela28 has also found improvement for
octane isomerization energies from a GGA that uses the exact
gradient coefficient for exchange over a wide range of density
gradients.

In summary, the simple PBEsol GGA, which was developed
nonempirically for densely packed solids, is also useful for large
organic molecules (in the absence of free atoms). It can be useful
for quick evaluations of geometries and frequencies, to be
followed possibly by single-point energy calculations at higher
levels of approximation. Moreover, it may be possible to build
the PBEsol construction principle (recovery of the gradient
expansion for exchange over a wide range of slowly- or
moderately varying densities) into meta-GGAs, which can be
more widely useful than GGAs and are not much more
expensive.
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Appendix: Technical Details
The experimental values used in Table 1 were derived from
experimental standard enthalpies of formation.22 The values
were corrected to 0 K, and an experimental zero-point
vibration energy correction was subtracted. The error bars

Table 2. Relative Energies of Three (CH)12 Isomerse

method E(4c)-E(4b) E(4b)-E(4a)

CCSD(T) 8.3a 12.2a

SCS-MP2 8.1a 17.3a

MP2 7.3a 24.4a

M05-2X 7.4b 14.0b

B3PW91 6.7c 16.8c

B3LYP 1.3c -1.7c

TPSS 3.4d 10.8d

PBE 5.2d 13.2d

PBEsol 9.4d 25.9d

PBEsol-D 10.0d 26.5d

LSDA 11.4d 29.3d

a Present work, single point frozen core CCSD(T)/complete basis
set TQ extrapolated// PBEh/TZV(d,p) and SCS-MP2 or MP2/
TZV(2df,2pd)// PBEh/TZV(2d,p) results. b Reference 21. c Reference
14. d Present work, single point 6-311+G(2d,2p)//M05-2X/6-
311+G(2df,2p) results. PBEsol-D: an estimated dispersion correc-
tion was added to PBEsol values. e The number of multiple bonds
is zero for 4a, four for 4b, and five for 4c.

Figure 2. Optimized structure (PBEsol/TZV(2df,2p)) of
[2.2]paracyclophane 6 (D2-symmetry) and important geo-
metrical parameters (bond lengths in pm, torsion angle
φ(3-2-1-14) in °; top: experimental X-ray data,27 middle:
PBE, bottom: PBEsol).

890 J. Chem. Theory Comput., Vol. 4, No. 6, 2008 Letter



for the experimental values are about 0.5 kcal/mol. The
frozen core CCSD(T) isomerization energies for 4 were
obtained from complete basis set extrapolation using SCS-
MP2/cc-pVXZ (X ) T, Q) energies. Smaller, double-�
quality basis sets used in ref 14 give 2-3 kcal/mol basis set
error for the energy differences of the (CH)12 isomers shown
in Table 1. We have calculated the effect of the core-
correlation on the relative energies of 4, and it is comparable
to the complete valence basis set extrapolation error (0.3-0.6
kcal/mol). Reference 14 shows that single-point CCSD(T)
calculations that use DFT and MP2 geometries give similar
isomerization energies within the range of 1 kcal/mol. The
M05-2X/6-311+G(2df,2p), B3PW91 and B3LYP results
obtained with triple-� quality basis sets are taken from the
literature.4,8,14,21 The M05-2X/cQZV3P//MP2/TZV(d,p) model
gives slightly different values for ∆E (1), ∆E (2), and E(3b)-
E(3a) (within 0.6 kcal/mol). For the TPSS, PBE, PBEsol,
and LSDA (with the SVWN5 functional for LSDA) calcula-
tions, we use 6-311+G(2d,2p), cc-pVTZ(-f), and TZV(2d,p)
or TZV(2df,2p) basis sets of Ahlrichs et al.29 and PBE/6-
311+G(d,p), M05-2X/6-311+G(2df,2p) and MP2/TZV(d,p)
geometries. Using the complete cc-PVTZ basis set (adding
f functions) changes the ∆E (1) by 0.2 kcal/mol, so using f
functions has a small influence on the calculated results. The
DFT calculations were performed with the modified GAUSS-
IAN 03 program30 and with the slightly modified versions of
the Turbomole suite of programs.31 It was observed that the
geometry differences result in a maximum of 0.6 kcal/mol
change in the energies of ∆E (1), ∆E (2), and E(3b)-E(3a).
The basis set effect is about 1 kcal/mol. We confirm the
suggestion of ref 31: Triple-� quality basis sets are needed
for such DFT calculations, and an increase of the polarization
part to (2d,2p) is advantageous.

Supporting Information Available: Geometries and/or
total energies of compounds 4, 5, and 6 and dissociation energies
and statistical data for the S22 benchmark set. This material is
available free of charge via the Internet at http://pubs.acs.org.
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Abstract: This letter reports the computational ab initio
studies on the stacked and hydrogen-bonded geometries of
the uracil dimer and pyrimidine · · ·p-benzoquinone complex
with a special regard to the ratios of different interaction-
energy terms calculated by means of the symmetry-adapted
perturbation theory (SAPT). In the hydrogen-bonded systems
the absolute value of the dispersion term constitutes ap-
proximately half of the absolute value of the total SAPT0
interaction energy, while in the stacking complexes the ratio
of the dispersion to the total interaction energy is much larger,
ca. 1.2-2.0. Our SAPT results are compared with the DFT-
SAPT results published recently by the Hobza group
(J. Chem. Phys. 2007, 127, 075104), and the role of the
dispersion contribution in stacking and hydrogen-bonded
arrangements is discussed. The methodological part of this
letter presents the influence of counterpoise corrections in
the optimization procedure on the geometries of the systems
and the calculated SAPT contributions.

Noncovalent interactions make an important contribution to
the stabilization of the structure of various forms of molecular
systems, among them DNA and RNA. There are two main types
of noncovalent interactions: hydrogen bonds and stacking
interactions. It is well-known that the helical structure of DNA
is stabilized not only by hydrogen bonds in WatsonsCrick
adeninesthymine (AT) and guaninescytosine (GC) pairs but
also by stacking interactions between pyrimidine and purine
bases along the DNA helical backbone. It was also shown that
stacking interactions play an important role in the long-distance
DNA radiation-induced damage repair.1

The origin of the stabilization of hydrogen bonding and stacking
interaction is different.2 It is widely and intuitively accepted that

the former bonding originates mainly in electrostatic interactions,
while the stacking bonding is mainly due to the dispersion
energy.3–8 For a long time they were believed to be much weaker
than the hydrogen bonding. However, the recently calculated
interaction energies have shown that the stacked pairs are about
as stable as the AT planar pair, the weakest hydrogen-bonding
interaction in DNA.6,9 This finding changes the widely spread
opinion about stabilization of a DNA double helix where a
dominant contribution was expected to originate in the hydrogen
bonding.6,9

Despite the great importance of these molecular systems from
a biological point of view, relatively little attention has been
devoted to the discussion of the nature of interactions binding
them. Inspiration for this study has been the recent paper
published by Hobza and co-workers.10 They authors have found
that dispersion energy in stacked and hydrogen-bonded com-
plexes is of similar magnitude. A partial explanation has been
drawn from comparison of the results with dispersion energies
calculated by the empirical C6/r6 formula. The DFT-SAPT and
empirical dispersion energies agreed well, and the authors argued
that “our intuitive perception of the dispersion interaction is
not accurate and very close contacts in the hydrogen-bonded
complexes can bring as much dispersion stabilization as is found
in the stacking molecules”.10

The supermolecular ab initio calculations have become very
popular tools for the investigation of intermolecular interactions.
However, this method does not provide the information on the
character of these interactions. To get more insight into the
physical nature of the interaction one can use the interaction-
energy decomposition scheme11–15 or the perturbation scheme
known as the symmetry-adapted perturbation-theory (SAPT)
method.16 The first step in such an investigation is to find the
optimal structure on the intermolecular potential energy surface
(IPES) by a supermolecular method, while the second stage is
to perform the SAPT calculations for the minimal configuration.

The basis-set superposition error (BSSE) arising from the use
of an incomplete basis set can strongly influence calculated
binding energies of weakly bound complexes. The BoyssBernardi
counterpoise (CP) correction is a simple procedure for estimating
the size of the basis-set superposition error in the interaction
energy calculations.17 The effectiveness of the CP procedure
tested on a broad range of interacting systems supports this
approach for hydrogen-bonded complexes.18

The counterpoise correction in the geometry optimization
procedure increases the H-bond distance.19,20 BSSE introduces
a nonphysical attraction between the two units. Thus, the
counterpoise correction generally makes intermolecular com-
plexes less stable with longer intermolecular distances than* Corresponding author e-mail: sadlej@chem.uw.edu.pl.
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apparent from the normally optimized structure.21,22 Optimiza-
tion on the standard IPES using medium-size basis sets leads
sometimes to a completely wrong geometric structure, while
optimization on a counterpoise-corrected IPES yields the correct
structure.20 Counterpoise-corrected surfaces lead to noticeable
improvements in the geometrically optimized transition states
obtained with relatively small basis sets.23 The geometries and
associated activation energies become closer to those obtained
with larger basis sets.

The object of this Letter is 2-fold. The first goal is to
investigate the systems with hydrogen bonds and stacking
arrangement in terms of physically meaningful contributions
to interaction energy with special regards to the ratios of
electrostatic and dispersion terms. The second purpose, a
methodological one, is to study how counterpoise correction
influences the geometries of the interacting systems and the
calculated SAPT decomposition of the total interaction energy.

As model systems we have chosen two dimers which can
form hydrogen-bonded as well as stacking conformers. Since
all the calculations are time-consuming, we have selected two
relatively small systems: the uracil dimer and the pyrimidine · · ·p-
benzoquinone complex, Figure 1. The uracil dimer is well-
known to form several different structures among them the
hydrogen-bonded and face-to-face stacked are the most
studied.3,24–28 The face-to-face stacked structure is lower in
energy than the second possible stacked structure of the dimer,
the face-to-back.26,28 The pyrimidine · · ·p-benzoquinone com-
plex was studied previously29 in a search for a system forming
a stable stacked complex. Quinone was selected as one of the
components in the complex because it can form only weak
CsH · · ·O and CsH · · ·N hydrogen bond interactions with
pyrimidine in the planar dimers which are presumably not strong
competitors with the stacking interactions. The symmetrical
quinone molecule was also chosen since it can form a very
limited number of different dimer conformers with pyrimidine.29

However, a limited analysis of harmonic frequencies with an
experimental infrared data has not confirmed undoubtedly the
presence of a stacking structure in low-temperature argon
matrices since the energy differences between all conformers
are rather small.29

The structures of the uracil dimer and the pyrimidine · · ·p-
benzoquinone dimer were optimized by means of the frozen-
core MøllersPlesset (MP2) perturbation theory with the aug-
cc-pVDZ basis set.30,31 We employed two optimization
procedures: with counterpoise corrections (CP) and without (no
CP) for the basis-set superposition error. At each stationary point
vibrational frequencies were calculated in order to confirm the
nature of the stationary points on the potential energy surface.
Geometry optimization and vibrational analysis were carried
out with the Gaussian 03 program package.32

The interaction energy components were calculated by means
of the SAPT method16,33 implemented in the SAPT2002
program.34 In this study we have employed the SAPT0 approach
which is recommended for large systems since it takes much
less time than the full SAPT calculation.

In this work we employed the following approximation to
the intermolecular interaction energy

Eint
SAPT0 )Eelst

(10) +Eexch
(10) +Eind, resp

(20) +Eexch-ind, r
(20) +Edisp

(20) +Eexch-disp
(20)

(1)

where Eelst
(10) is the classical (Coulombic) electrostatic energy,

Eexch
(10) is the exchange term that results from the antisymmetri-

zation (symmetry adaptation) of the wave function, Eind,resp
(20)

denotes the induction (with response) energy, Eexch-ind,r
(20) is the

second-order exchange-induction (with response) energy term,
Edisp

(20) is the dispersion energy, and Eexch-disp
(20) denotes the exchange-

dispersion contribution. This level of theory may introduce about
20-30% errors with respect to the exact interaction energies,
but we believe such an accuracy can be acceptable for large
systems.

Figure 1. The structures of the uracil dimer: stacked (a) and hydrogen-bonded (b) and of the pyrimidine · · ·p-benzoquinone
complex: stacked (c) and hydrogen-bonded: planar A (d) and planar B (e) are optimized at the MP2/aug-cc-pVDZ level.
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To compare our results with previously published literature6–8

we performed the SAPT(DFT)35 (accordingly to the original
notation) calculations where the total interaction energy is
defined as a sum:

Eint
SAPT(DFT) )Eelst

(1) (KS)+Eexch
(1) (KS)+Eind

(2)(CKS)+

Ẽexch-ind
(2) (CKS)+Edisp

(2) (CKS)+ Ẽexch-disp
(2) (CKS) (2)

The corrections Eelst
(1)(KS) and Eexch

(1) (KS) are obtained by using
KohnsSham orbitals in the expressions for Eelst

(10) and Eexch
(10),

respectively. The second-order induction and dispersion ener-
gies, E ind

(2)(CKS) and E disp
(2) (CKS), are calculated in the coupled

KohnsSham approximation. The exchange-induction energy is
estimated by scaling the SAPT(KS) result Eexch-ind

(2) (KS) using
Eind

(2)(UCKS) calculated in the uncoupled KS approximation:

Ẽexch-ind
(2) (CKS))Eexch-ind

(2) (KS)
Eind

(2)(CKS)

Eind
(2)(UCKS)

(3)

The exchange-dispersion term, Eexch-disp
(2) (CKS), is estimated

similarly as the exchange-induction energy.
Because of the system size the SAPT and SAPT(DFT)

calculations were carried out in aug-cc-pVDZ basis set. This
basis set is large enough to provide a reliable estimation of the
energy terms.36 The dispersion term is underestimated by about
10-15% in this basis but should serve well enough for a
qualitative purpose. Also our previous calculations for dihy-
drogen-bonded systems37 proved using of this basis set to
recognize the correct proportion between the most important
contributions to the total interaction energy.

The hydrogen-bonded structures of both dimers are minima
on the standard and CP-corrected PESs. The stacked structure

of the uracil dimer is also a minimum, while the stacked
structure of the pyrimidine · · ·p-benzoquinone dimer turned out
to be a transition state with one imaginary frequency (-51 cm-1

for the CP-corrected and -68 cm-1 for the standard PES).

The differences between intramolecular geometric parameters
(tables in the Supporting Information) for the CP-corrected and
standard optimized structures are small, especially, for bond
lengths. The intermolecular distances differ significantly, and,
as expected,19,20,22 the CP-corrected optimized are longer than
the standard ones. The largest deviations are ca. +0.20 Å for
the stacking structures, and the differences in hydrogen bond
lengths are smaller.

The calculated decomposition of the interaction energy is
presented in Table 1 along with the all-electron MP2 counterpoise-
corrected supermolecular energies for the complexes. The
SAPT0 interaction energies agree reasonably with the MP2 ones.
However, at this level of SAPT one cannot expect accurate
agreement of the results, and the SAPT0 energies are mostly
lower than the respective total MP2 calculated energies. The
following discussion shall be given with respect to the results
for the CP-optimized structures.

The interaction-energy decomposition for hydrogen-bonded
structures is similar, and the dominant attraction energy
originates in the electrostatic term which is larger for the uracil
dimer than for the pyrimidine · · ·p-benzoquinone complex. The
exchange repulsion compensates the attractive electrostatic term,
but the first-order energy is still attractive and for the hydrogen-
bonded uracil dimer it arises to ca. -18.8 kJ/mol. This sum in
the pyrimidine · · ·p-benzoquinone complexes is much smaller
with values of ca. -3.6 and -5.7 kJ/mol. The second-order
induction energy is attractive, and in the case of the uracil dimer

Table 1. Calculated SAPT and SAPT(DFT) Decomposition (See Definitions in Text) of Interaction Energy (kJ/mol) for
Stacked and Hydrogen-Bonded Systemsa,b

stacked hydrogen-bonded

SAPT0 SAPT(DFT) SAPT0 SAPT(DFT)

uracil dimer CP no CP CP CP no CP CP

Eelst
(10) -39.99 -53.64 -37.55 -128.00 -142.02 -119.34

Eexch
(10) 46.89 79.27 49.07 109.20 133.88 123.81

Eind,resp
(20) -19.72 -34.79 -20.93 -57.68 -69.68 -67.62

Eexch-ind,r
(20) 14.83 28.15 15.83 26.86 33.58 32.67

Edisp
(20) -55.98 -75.01 -48.92 -38.52 -43.56 -40.39

Eexch-disp
(20) 5.59 9.19 4.74 6.56 7.80 7.10

Eint
SAPT -48.39 -46.87 -37.76 -81.58 -80.00 -63.77

Eint
MP2 -42.21 -39.80 -79.70 -80.68

stacked hydrogen-bonded

pyrimidine · · ·p-benzoquinone SAPT0 SAPT(DFT) planar A planar B

SAPT0 SAPT(DFT) SAPT0 SAPT(DFT)

dimer CP no CP CP CP no CP CP CP no CP CP

Eelst
(10) -18.22 -30.56 -15.07 -24.52 -29.30 -23.19 -28.91 -33.84 -27.21

Eexch
(10) 37.39 68.11 33.36 20.90 29.56 25.09 23.18 32.27 27.61

Eind,resp
(20) -16.23 -31.32 -13.38 -7.38 -10.08 -8.95 -8.40 -11.34 -10.07

Eexch-ind,r
(20) 14.65 28.78 11.89 3.65 5.43 5.10 4.07 5.93 5.48

Edisp
(20) -47.10 -64.93 -36.23 -15.73 -18.93 -16.34 -16.83 -20.16 -17.44

Eexch-disp
(20) 5.36 9.01 3.54 1.73 2.36 1.95 1.92 2.55 2.11

Eint
SAPT -24.13 -20.93 -15.88 -21.32 -20.98 -16.35 -25.02 -24.60 -19.52

Eint
MP2 -24.35 -22.07 -17.35 -16.92 -20.64 -20.20

a The CP and no CP abbreviations refer to the counterpoise corrected and standard optimized geometries, respectively. b The total MP2
interaction energies (Eint

MP2) are counterpoise corrected.
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this attractive contribution to the total interaction energy is
approximately twice as large as that for both the pyrimidine · · ·p-
benzoquinone complexes (71% vs ca. 35%). However, this
contribution is reduced by the repulsive Eexch-ind,r

(20) term which is
approximately half of the Eind,resp

(20) absolute value in both systems.
The dispersion effect, as it is usual for the hydrogen-bonded
systems,13 constitutes ca. 50% of the total interaction energy

(the ratio of Edisp
(20)/Eint

SAPT0 is 0.5 and 0.7 for the uracil dimer and
the pyrimidine · · ·p-benzoquinone complex, respectively).

Now, let us discuss the stacked systems. Electrostatic terms
are attractive here, but, in contrary to the hydrogen-bonded
structures, they are not dominant and the exchange contribution
is much larger. Thus, the first-order energies are repulsive, and
the inclusion of the second-order terms makes the systems stable.

Figure 2. The SAPT0 decomposition of the total interaction energy for the uracil dimer: stacked (a) and hydrogen-bonded (b)
and for the pyrimidine · · ·p-benzoquinone complex: stacked (c) and hydrogen-bonded: planar A (d) and planar B (e) level.
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Comparing results for the two stacked structures the first-order
energy for the weaker pyrimidine · · ·p-benzoquinone complex
is almost three times larger than for the uracil dimer. The largest
attraction comes from dispersion, and this term is significantly
larger in absolute value than for the hydrogen-bonded com-
plexes. The dispersion energy is about twice as much as the
electrostatic (Edisp

(20) /Eelst
(10) ) 2.6) or total interaction energy (Edisp

(20)/
Eint

SAPT0 ) 2.0) for the pyrimidine · · ·p-benzoquinone complex.
This is the most noticeable difference between the hydrogen-
bonded and the stacking structures (it can be easily identified
from Figure 2). Eind,resp

(20) , the third attractive term, despite being
quite substantial is roughly compensated by the repulsive
Eexch-ind,r

(20) contribution.

Our second goal has been the methodological one. The
supermolecular counterpoise-corrected MP2 interaction energies
for geometries obtained for the CP-corrected structures are
systematically lower than for the noncorrected (no CP) ones.
The one exception is the hydrogen-bonded uracil dimer;
however, the energy differences result from slight differences
between both geometries (vide infra). The difference between
each pair of Eint

SAPT0 for CP-corrected and standard optimized
structures is also small, and the calculated interaction energies
are close to each other. The most noticeable differences between
the geometries obtained within the counterpoise-corrected and
standard procedures are observed for intermolecular bond
lengths. Thus, the changes in energetic terms arise mainly due
to a variation in a separation between two subunits. These
discrepancies are greater for stacked structures, and it is also
reflected in the values of SAPT terms.

Similarly, all the energetic terms for the CP-optimized
structures are smaller than for these optimized without coun-
terpoise corrections (see Figure 2). The differences are much
larger for the stacking structures than for the hydrogen-bonded
structures. The largest terms remain dominant, but the order of
smaller terms can vary in pairs (CP vs no CP) and the
contributions of similar magnitude can change their places in
the sequence of increasing energy (for instance, the Eelst

(10) and
Eind,resp

(20) terms in the stacked pyrimidine · · ·p-benzoquinone
complex). On the other hand, relations between some terms are
maintained: the ratios Eelst

(10)/Edisp
(20), Eexch

(10)/Eind,resp
(20) , Eexch

(10)/Eexch-disp
(20) ,

and Eind,resp
(20) /Eexch-disp

(20) are approximately constant and do not
depend on the optimization procedure (CP or no CP).

In conclusion, we would like to stress several points. First,
previous studies7,10 have shown that for WatsonsCrick (WC)
structures of DNA pairs (for instance, mAmT WC and mCmG
WC) the DFT-SAPT calculated sum of first-order electrostatic
and exchange energies is repulsive. Our observations are in
contrast with these findings since the electrostatic term usually
overcompensates exchange energy and this first-order sum is
attractive for hydrogen-bonded complexes. The SAPT(DFT)
results for our model systems presented in Table 1 show that
the first-order energy for these hydrogen-bonded geometries is
repulsive. Intramonomer correlation contained in the SAPT-
(DFT) (or DFT-SAPT) approach affects the values of interac-
tion-energy contributions. Thus, one cannot compare directly
the terms calculated by means of these two methods. The
electrostatic-exchange sum in SAPT(DFT) (or DFT-SAPT) is
not the HeitlersLondon energy in its pure form as in the original
SAPT approach. The value of the HeitlersLondon energy tells

us whether a system is bonded at an uncorrelated level (by
electrostatic interaction) or an inclusion of correlation terms
makes it stable (among others, by dispersion). The electrostatic-
exchange sum along with the induction terms (Eind,resp

(20) and
Eexch-ind,r

(20) ) provides a good approximation to the supermolecular
HartreesFock interaction energy.38 In the SAPT-DFT (or DFT-
SAPT) approximation such a picture is indistinct because of
the intramonomer correlation integrated within the monomers’
electron density.

Second, the comparison of the percentage of dispersion
contribution to the total interaction energy makes clear a
distinction between hydrogen-bonded and stacking interactions.
In the hydrogen-bonded systems the absolute value of the
dispersion term constitutes approximately half of the absolute
value of the total SAPT0 interaction energy, Eint, while in the
stacking complexes the absolute value of the dispersion energy
is larger than the absolute value of Eint. Similar ratios of the
dispersion energy to the total interaction energy one can find
for the components presented in Table 1 of ref 10, even though
the absolute values of the dispersion terms for both hydrogen-
bonded and stacking complexes are similar. This observation
is also in line with previous works on stacked interactions in
the DNA pairs.7 Thus, the statement in the paper “the similarity
of magnitudes of the dispersion energy in stacked and H-bonded
complexes is indeed puzzling” seems to be unjustified. The
dispersion energies (in absolute values) in our model systems
are larger for stacked than for hydrogen-bonded arrangements.
However, this cannot be a general trend since the total
interaction energies can differ largely (stacking vs hydrogen
bonded), and the values of individual terms maintain their
relative proportion. The ratio of these energy terms to the total
interaction energy seems to be the valid criterion for a
discrimination between hydrogen-bonded and stacking systems.

Finally, we would like to compare the SAPT terms calculated
for two sets of optimized geometries. The absolute values of
the SAPT terms differ for geometries obtained by means of two
optimization methods (with CP or without CP optimized
geometry). It is especially meaningful for weak systems where
the difference between the calculated bond lengths by means
of standard and counterpoise-corrected optimization procedures
becomes substantial and the interaction-energy terms are well-
known to be distance sensitive.16,27 However, the sequence of
individual interaction-energy terms is approximately maintained.
The comparison between two sets of differently obtained
geometries7,10 (taken from geometry optimization7 and in
experimental crystal geometries)10 indicates that despite differ-
ences in the total interaction energy which are greater for stacked
structures, the sequence of the individual SAPT terms is still
maintained.
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Abstract: We present molecular dynamics simulations of glutamic acid and glutamate solvated
in water, using both density functional theory (DFT) and the Gromos96 force field. We focus on
the microscopic aspects of the solvation-particularly on the hydrogen bond structures and
dynamics-and investigate the influence of the protonation state and of the simulation method.
Radial distribution functions show that the hydrogen bonds are longer in the force field systems.
We find that the partial charges of the solutes in the force field simulations are lower than the
localized electron densities for the quantum simulations. This lower polarization decreases the
hydrogen bond strength. Protonation of the carboxylate group renders glutamic acid a very strong
and stable hydrogen bond donor. The donated hydrogen bond is shorter and lives longer than
any of the other hydrogen bonds. The solute molecules simulated by the force field accept on
average three more hydrogen bonds than their quantum counterparts. The life times of these
bonds show the opposite result: the residence times are much longer (up to a factor 4) in the
ab initio simulations.

1. Introduction

Glutamic acid, or its deprotonated equivalent glutamate, is
one of the 20 natural amino acids. Solvated in water, it exists
in zwitterionic form, see Figure 1. Next to being a building
block in almost all proteins, glutamate also serves as a ligand
in receptor proteins.1 Our interest in this molecule arose as
a result of our previous simulation research on the protona-
tion reaction in the photocycle of the photoactive yellow
protein (PYP).2 This signaling protein has a chromophore3,4

that responds to UV light and isomerizes from the cis to the
trans state. We studied the solvation of this chromophore in
detail.5 After the isomerization, the chromophore is proto-
nated, most likely by the nearby glutamic acid. When
glutamic acid loses a proton, it takes up a negative charge.
We showed that the reactive event involves the enhanced
stabilization of glutamate by hydrogen bonds.2 In the ground
state of the protein, glutamic acid takes part in only one
hydrogen bond: the one it donates to the negatively charged
chromophore. When deprotonated, glutamate is only stable

when it accepts at least three hydrogen bonds. This implies
that upon proton transfer, hydrogen bonds in the environment
of glutamate have to rearrange. They can be donated not
only by surrounding amino acids or the chromophore but
also by water molecules that penetrate the chromophore
binding pocket of the protein.6 We found that the hydrogen
bond rearrangements occur easier and faster in force field
molecular dynamics simulations of the protein, compared
to QMMM (quantum mechanics/molecular mechanics) simu-
lations that simulate glutamate and some of its possible
hydrogen bond donors with quantum methods and the
environment (protein and water molecules) with a force field.

These findings underline the importance of a proper
description of the hydrogen bonding of glutamate and
glutamic acid (both abbreviated as Glu) in the modeling of
PYP. We therefore study the solvation of Glu in water, the
prototype hydrogen bonding environment. Sun et al.7 studied
Glu in the gas phase with different quantum methods.
Prabhakar8 simulated a small part of the Glu side chain in a
model system with three water molecules in the gas phase.
Both systems are too small to see hydrogen bond exchanges.
Experimental and quantum simulation studies on glutamic
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acid and glutamate solvated in water focus on spectroscopic
properties.1,9 Nowadays, classical simulations on simple
systems as glutamic acid aim to optimize the parametrization
of the force field.10–14 They focus on the force field, not on
glutamic acid itself, and they reproduce macroscopic ther-
modynamic quantities such as the density and the free
enthalpies of solvation. To our knowledge, their is no
previous work that investigates the microscopic and dynamic
properties of glutamic acid and glutamate in solution.

We present in this paper a study on both protonation states
of Glu in water, simulated with either a quantum or a force
field method. Besides giving us a detailed picture of the
hydrogen bonds and their dynamics in solution, this helps
us to better interpret force field and QMMM results on PYP
in previous and future work. The intention of this work is
1) to provide a microscopic picture of solvated Glu, focusing
on aspects that have not or cannot be measured in experi-
ments and 2) to understand what the influence of the
simulation method is, so that we can interpret simulations
of Glu correctly (not only in solvent but also in a protein
environment).

In the next section, we explain how we equilibrated our
systems and which simulation methods we used for our
production runs. In the Results section, we compare various
aspects of the simulations in different subsections and discuss
them. In the concluding section, we summarize these results
and show their impact on other simulations, such as our
calculations on the photoactive yellow protein.

2. Computational Methods. As input structures, we
equilibrated glutamic acid and glutamate in 135 SPC waters
using the Gromos96 force field15 (version G43a1) with the
Gromacs software package.16 The waters could form more
than one solvation shell even when the molecule was
extended. For all our force field simulations we used a time
step of 2 fs and a Nosé-Hoover thermostat17 with τ ) 0.1
ps, keeping the temperature at 300 K. The LINCS18 and
SETTLE19 algorithms constrained the bond lengths and
angles. For both systems we started with an NPT simulation
of 2 ns, using the isotropic Berendsen barostat20 with τ ) 1
ps and a reference pressure of 1 bar. Using the final
configuration as a starting point, we performed NVT simula-
tions of 2 ps with iteratively chosen box sizes. We took the
box with the pressure nearest to 1 bar as a starting point for
our production runs. For glutamic acid, the cubic box had a
size of 16.3395 Å; for glutamate this was 16.2949 Å. Our
force field production runs started from here, simulating NVT
for 10 ns. We also performed one force field simulation of

glutamate in a box of size 37.2350 Å containing 1638 water
molecules to check for finite size effects.

From the same starting structures, we performed quantum
molecular dynamics simulations based on density functional
theory (DFT) using Quickstep,21 which is part of the CP2K
program package.22 It uses a Born-Oppenheimer molecular
dynamics (BOMD) algorithm, meaning that it calculates the
ground-state electron density every time step and from that
the forces on the ions. It employs a hybrid Gaussian and
plane waves (GPW) basis set,23 which makes efficient and
accurate density functional calculations of large systems (up
to 1000 atoms) possible. We used Goedecker-Teter-Hutter
(GTH) pseudopotentials24,25 and the TZV2P basis set.21 As
it serves well for simulating liquid water,26 we used the
BLYP functional.27,28 The density cutoff for the plane-wave
basis set was 280 Ry and the time step 0.5 fs. A Nosé-Hoover
chain thermostat29 with a chain length of 3 and a time
constant of 1000 fs fixed the temperature at 300 K. Every
SCF step, the energy was converged up to 1.10-5 Hartree.
Every time step, we recorded the positions, velocities, and
Mulliken charges of all the atoms. We simulated for almost
18 ps; the first 2 ps were considered to be equilibration time
and not included to calculate the properties. Izvekov et al.30

showed that there is no velocity autocorrelation anymore after
1 ps in a quantum simulation of 64 water molecules. We
checked the radial distribution functions and Mulliken
charges in our simulations as well, and they are converged
within 2 ps.

We studied glutamic acid and glutamate in water. For
every protonation state of this molecule, one simulation was
performed using the force field, another using the quantum
mechanical method. In Table 1, we add symbols to these
four systems, which we will use throughout this paper.

3. Results

In this section we will discuss the differences between
various parameters calculated in the four different systems.
First we will discuss the charges localized on the atoms. Then
we will compare the hydrogen bond structures around the
amino acid molecules and finally the dynamics of these
bonds.

3.1. Charges. One of the main differences between force
field and ab initio simulations is that the former uses fixed
(partial) charges on atoms, while the latter calculates the
electron density and hence the charge distribution every
time step on the fly. In this section we check the difference
between these fixed charges and the calculated ones, on the

Figure 1. Glutamic acid (a) and glutamate (b). The two
molecules differ in the protonation state of oxygen 15. At
neutral pH, the amino acid is a zwitterion and the side chain
is deprotonated, as its pKa value is 4.07.

Table 1. Four Systems Described in This Paper

system method protonation charge
time

step (fs)
simulation
time (ps)

QMH Quickstep protonated
(glutamic acid)

0 0.5 15.632

QM- Quickstep deprotonated
(glutamate)

-1 0.5 15.593

FFH force field protonated
(glutamic acid)

0 2 10000

FF- force field deprotonated
(glutamate)

-1 2 10000
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amino acid atoms and the water atoms. We distinguish
between waters in the first solvation shell and bulk waters.

Figure 2 shows the average Mulliken charges on the atoms
of the ab initio molecules, compared to the fixed charges of
the force field. The force field does not include nonpolar
hydrogens; the charge given is the charge of the complete
CH or CH2 group. Noticeable is that the two quantum
simulations hardly differ in their partial charges. Only the
charge on the two oxygens in the side chain carboxylate
group differs, which can be expected as this is the group
that is protonated in QMH and deprotonated in QM-. The
differences however are very small. For most atoms, the force
field charges are closer to zero than their quantum equiva-
lents. This lower degree of polarization can lead to weaker
hydrogen bonds in the force field simulations. Note that
Mulliken charges are only one way to attribute charge
densities to specific atoms; other methods might give
somewhat different results. Although the force field partial
charges are to some extent based on ab initio simulations,
they have been adjusted to fit thermodynamic properties,31

not to represent the charge density as good as possible. This
being said, other researchers also saw the problem of the
low polarization. Villa et al.11 found too low values for the
hydration free energies of many neutral amino acids with
the Gromos96 force field. In that case, the results were in
better agreement with experiments when all partial charges
were multiplied with a factor 1.1.

Furthermore, while the N atom is very negatively charged
in the DFT simulations (almost -0.6), it has a small positive
charge of 0.13 in the force field. Although the hydrogen-
bonding properties of the amino group are not the subject
of this paper, this charge difference must influence these
properties to some extent.

Table 2 shows the total charge on the Glu molecules. It
shows that glutamic acid in system QMH has a small but
significant positive charge. In the QM- case, the negative
charge is not completely on the glutamate molecule but

spread over the waters as well. Figure 3 is a visualization of
the ‘charge transfer’ to the water molecules. It shows the
(Mulliken) charges for the water molecules in the force field
simulations and the quantum simulations, in the bulk and in
the first solvation shell around the amino acid oxygens. Both
the bulk and the first solvation shell waters of the QM-
system are negatively charged, as could be expected from
Table 2. The force field hydrogens in water are more positive
than their quantum counterparts, the water oxygens more
negative. Hence, force field water molecules are more
polarized. This is in contrast with the solute molecules, that
are more polar in the ab initio simulations.

Oxygen 15 is the protonated one in system QMH. The
OH group influences the Mulliken charges of water mol-
ecules in its first solvation shell: only these molecules have

Figure 2. Mulliken charges on glutamic acid (system QMH,
solid line) and glutamate (system QM-, dotted) and fixed force
field charges for the systems FFH (dashed) and FF- (dashed-
dotted). The numbers of the atoms agree with Figure 1. We
also summed the Mulliken charges on the CH and CH2

groups, to enable comparison with the force field, in which
these hydrogens are implicit. For system QMH, the charge
on these groups is represented by crosses, for system QM-
by circles. The error bars give 1.96 times the standard
deviation of the average of ten bins.

Table 2. Total Charge on Glu in the Four Different
Systemsa

system charge

QMH 0.0795 ( 0.0090
QM- -0.643 ( 0.015
FFH 0
FF- -1

a The error for the quantum systems is 1.96 times the standard
deviation of the average of ten bins; the force field imposes an
integer charge on the molecules.

Figure 3. (Mulliken) charges on the water hydrogens (a) and
the water oxygens (b) and the total charge per molecule (c).
The dashed line is the constant charge from the force field
simulations. The solid line represents the first solvation shell
waters of QMH, the dotted line of QM-. The charges on bulk
water molecules are given by the grey crosses (QMH) and
circles (QM-). Note that the scales on the y axes differ. The
indices on the x axis refer to the oxygen to which the waters
hydrogen bond.
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a positive charge, which is mainly caused by a larger positive
charge on the water hydrogens (the oxygen is even more
negative than in the bulk waters). This suggests that when
glutamic acid donates a hydrogen bond, it transfers a part
of the charge on the very positive hydrogen 16 to the
accepting water molecule. This water molecule shows a
higher polarization than bulk waters in the same simulation.

Another remarkable point is that oxygens in the same
carboxylate group do not always show similar behavior. If
we look at oxygen 18 and 19, the total charge of the water
molecules in their solvation shell is almost the same, but
the atomic charges vary. In QMH, we see that the water
molecules around oxygen 18 are less polarized than bulk
waters, but they are more polarized around oxygen 19. In
QM-, it is exactly the other way around. This cannot be
explained by the Mulliken charges on the oxygen atoms in
Figure 2, as they are very similar. It is most likely an effect
of different solvatation, perhaps because one of the groups
is more sterically hindered than the other. Or, as the effect
is opposite in the two different simulations, it can be
accidental: a long-lasting hydrogen bond happens to point
toward one of the oxygens, resulting in less space for possible
hydrogen bond donors pointing toward the other. If this is
the case, this is an unphysical effect caused by the short
simulation times reachable with dynamical DFT simulations.
Oxygens 14 and 15 also affect their first solvation shell in
different ways in QM-, although less pronounced; we cannot
compare this with the QMH simulation, as the protonation
of oxygen 15 has a major influence. We will come back to
this issue in section 3.2.2.

3.2. Structure. We compare the water structures around
the Glu oxygens through the radial distribution functions of
water oxygens and hydrogens. We also count the coordina-
tion numbers of water oxygens around the Glu oxygens,
averaged over all frames. We saw no finite size effects in
the structure calculations. The radial distribution functions
from the small and large box are positioned exactly on top
of one another; the maximum difference in the coordination
numbers is 1%.

3.2.1. Radial Distribution Functions. In the FF- simula-
tions, the structures around oxygens 14 and 15 are the same.
The same holds for oxygens 18 and 19. For this reason, we
present only the oxygen 14 and 18 results in Figure 4. The
peaks in the radial distribution function for both carboxylate
groups appear at the same distance but are more pronounced
for the side chain oxygens. For the protonated case, oxygen
18 and 19 behave the same; their radial distribution functions
are almost equal to the FF- results. However, the structures
around oxygens 14 and 15 differ considerably (from each
other and from the deprotonated results), see Figure 5. Both
first hydrogen peaks are hardly present; the oxygen peaks
are less pronounced than the oxygen peaks around oxygen
18 and 19 but still very clear. The oxygen-oxygen distance
around oxygen 15 is much smaller than around oxygen 14.
This indicates a very strong hydrogen bond between the
protonated oxygen 15-acting as a hydrogen bond donor-and
an accepting water molecule. It is likely that this strong bond
disrupts the preferred water structure around oxygen 14,
resulting in a less stable water network around this atom.

For the quantum simulations, we present the radial
distribution functions in a different format: Figure 6 shows
the water structure around oxygen 14 for both systems,
Figure 7 around oxygen 15. For both graphs, the peaks are
much more pronounced in system QM-. Around the non-
protonated oxygen 14, both simulations show their first peaks
at the same distances. But for the QMH simulation, the first
peaks are much lower and the second peaks are hardly
visible, while they are clearly there for the QM- system.
Apparently, the negative charge on the carboxylate group
in system QM- stabilizes the water structure around it to a
great extent. The graphs around oxygen 15 differ even more.
The radial distribution functions around oxygen 14 and 15
are very similar in system QM-, although they are all slightly
more prominent in the latter case. The first hydrogen peak
around oxygen 15 is completely missing in system QMH (it
is there in system FFH, though very small). This means that
there are no water molecules that donate a hydrogen bond

Figure 4. Radial distribution functions of water around Glu
oxygens in system FF-. In both carboxylate groups, the two
oxygens have the same distribution function. The solid line
represents water oxygens around oxygen 14 (and 15), the
dotted line water hydrogens around this oxygen. The dashed
line shows water oxygens around oxygen 18 (and 19), the
dashed-dotted lines the water hydrogens. All radial distribution
functions in this paper are calculated over 1000 bins, present-
ing the results as running averages over 10 data points to
smoothen the graphs.

Figure 5. Radial distribution functions of water around the
Glu oxygens in system FFH. The solid line represents water
oxygens around oxygen 14, the dotted line water hydrogens
around this oxygen. The dashed line shows water oxygens
around oxygen 15, the dashed-dotted lines the water hydro-
gens. Around oxygen 18 and 19, the radial distribution function
is exactly the same as for system FF- in Figure 4.
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to it; the existence of a small oxygen peak shows that the
glutamic acid OH group does take part in a hydrogen bond
but as a donor. Because it can only donate one hydrogen
bond, the surface below the peak is small. We will come
back to this when we discuss the coordination numbers in
section 3.2.2.

As the radial distribution functions around oxygen 18 and
19 in the quantum simulations are almost all the same, we
present them in one figure, Figure 8. For the first peaks, both
for water hydrogen and oxygen, the lines are very similar.
Some dissimilarity occurs for the second solvation shell and
further.

In the final radial distribution we present here, we compare
the distribution of water around proton 16 in QMH and FFH
(Figure 9). We see that the oxygen graphs show the same
first peak, but the second peak is much clearer in the quantum
simulation. The hydrogen peak is also sharper, but somewhat
smaller, in this simulation compared to the force field system.
The charge transfer of hydrogen 16 to water (see Figure 3)
enhances the polarization of the water molecules in its
solvation shell and hence strengthens the hydrogen bonds
with the second solvation shell. Together with Figure 7, that
lacks a peak for hydrogen around oxygen 15, we can
conclude that the quantum oxygen 15 is chiefly a hydrogen

bond donor when protonated and hardly accepts any hydro-
gen bonds from water.

Table 3 gives an overview of the first peaks in all radial
distribution functions. Overall, almost all hydrogen bond
distances are slightly shorter in the quantum simulations.
Also, the peaks are wider in the force field simulations. This
is particularly the case for oxygen 14 in the protonated
simulations. Only the donated hydrogen bond from oxygen
15 and proton 16 to water has the same length with both
methods. This is in accordance with the lower polarization

Figure 6. Radial distribution functions of water around oxygen
14 in both quantum simulations. The solid line shows the water
oxygens and the dotted line the hydrogens around oxygen
14 in QMH. The dashed and dashed-dotted lines respectively
show the same for QM-.

Figure 7. Radial distribution functions of water around oxygen
15 in both quantum simulations. The solid line shows the water
oxygens and the dotted line the hydrogens around oxygen
15 in QMH. The dashed and dashed-dotted lines respectively
show the same for QM-.

Figure 8. Radial distribution functions around oxygens 18
and 19 in the quantum simulations. The black lines refer to
system QMH, the grey lines to system QM-. The solid lines
show water oxygens and the dotted lines water hydrogens
around oxygen 18. The dashed and dashed-dotted lines
respectively show the same for oxygen 19.

Figure 9. Radial distribution functions around hydrogen 16.
The solid line shows the water hydrogen and the dotted line
the water oxygen distribution in system QMH. The dashed
and dashed-dotted lines respectively show the same in system
FFH.

Table 3. Oxygen-Oxygen Distances for All Hydrogen
Bonds, Taken from the Radial Distribution Functionsa

atom QM- QMH FF- FFH

O14 2.75 (3.22) 2.78 (3.17) 2.82 (3.59) 3.19 (4.09)
O15 2.77 (3.39) 2.67 (2.95) 2.82 (3.59) 2.67 (3.14)
O18 2.73 (3.11) 2.76 (3.39) 2.83 (3.56) 2.83 (3.51)
O19 2.79 (3.44) 2.76 (3.17) 2.83 (3.56) 2.83 (3.51)
H16 1.68 (2.48) 1.68 (2.37)

a All values are in Å. First we give the first maximum of the
distribution function and after that between brackets the distance
at the first minimum. Only in the case of proton 16, we give an
oxygen-hydrogen distance (from the water oxygen to the Glu
proton).
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shown in section3.1 for the force field, which results in
weaker hydrogen bonds. This effect is corrected to a small
extent by the somewhat higher polarization in the force field
water molecules (see Figure 3). Note however that the y axis
in Figure 2 has a much larger scale than in Figure 3: the
polarization changes in the solute are a factor 3-10 times
larger than in the solvent. It is likely that the newest
parameter sets of the Gromos96 force field (53A5 and
particularly 53A6) will show somewhat improved results for
the hydrogen bond lengths. For these parameters, special
attention is paid to fit hydration and solvation better, resulting
in a remarkable improvements on the free enthalpies of
solvation in water. For glutamic acid for example, this
enthalpy is only 0.2 kJ/mol off the experimental value of
-27.0 kJ/mol; version 43A2 gave a value of -16.2 kJ/mol.10

Unfortunately, we cannot compare these radial distribution
numbers to experiments, as they have not been measured
for water around Glu. What we can do-and we will make
this comparison later in this paper as well-is look at what
pure water simulations and experiments teach us. Pure water
has been studied extensively with experiments, force field
and quantum simulations; radial distribution functions are
available for all three methods. The first peak is found at a
distance of 2.73 Å with two different experimental meth-
ods.32,33 With quantum methods this distance is between 2.69
Å and 2.78 Å,33–36 for force field simulations between 2.69
Å and 2.86 Å.33,34,37 The simulation methods closest to ours
predict 2.75-2.78 Å for SPC water simulations33,37 and 2.75
Å for a BOMD-BLYP simulation.36 Most of the calculated
values are close to the experimental ones; force field
distances are on average somewhat more overestimated.
Although the location of the peaks is predicted quite well,
in many simulations the peaks are a bit too sharp and the
first minima too deep. This overstructuring is more common
in ab initio calculations than in force field tests. If we
translate this result to our simulations-although we cannot
be sure that solvation around Glu shows the same trends-we
can conclude that the hydrogen bond distances are slightly
better predicted by the QM simulations and the peak shape
is better fitted by the force field.

3.2.2. Coordination Numbers. By calculating the coordi-
nation numbers, we know how many water molecules form
a first solvation shell of a Glu oxygen. For every frame of
our simulations, we count the number of water oxygens
within the first solvation shell around each oxygen. For this
purpose, we use a distance criterion taken from the radial
distribution functions: the minimum after the first oxygen
peak, with a maximum of 3.5 Å. To make sure that we count
waters close to both oxygens of a carboxylate group only
once, we assign it to the nearest Glu oxygen. Hence the
coordination number for a certain oxygen is roughly the same
parameter as the number of waters hydrogen bonding to it.

Figure 10 gives an overview of all average coordination
numbers. Here we see that the total number of hydrogen
bonds in the quantum simulations is always about 3 lower
than in the corresponding force field simulation. The reason
might be that the formation of hydrogen bonds in the force
field is only induced by the (negative) charge on the oxygens.
In the quantum simulation, the orbitals involved in the

hydrogen bonding have a distinct spatial distribution; hence,
water cannot approach from any direction. Particularly, a
carboxylate group has a resonance structure, with three lone
pairs on one oxygen and two on the other. Because the force
field cannot distinguish between the two, each oxygen can
accept three hydrogen bonds. In a quantum simulation, the
two states (one oxygen with a single bond to the carbon and
one with a double bond) are distinguishable. On average,
the electronic structure should be symmetric, but in a single
time step it is not. We see this in our simulations when we
look at the coordination and the C-O distance in each frame:
the carboxylate oxygen with the lowest coordination number
is usually the one with the shortest C-O distance and vice
versa. This shows that the oxygen with the longer single bond
to the carbon atom has more lone pairs. There is a similar
pattern for the Mulliken charges on the oxygens: the oxygen
with the higher coordination number has a more negative
charge. The charge difference is small however, less than
0.1 e.

The average electronic structure is not perfectly sym-
metrical: the bars in Figure 10 do not have the same length
for oxygens in the same carboxylate group, due to the fact
that the exact electronic structure depends on the surrounding
water structure as well. Our quantum simulations are not
long enough for the water structure to switch numerous times
between a coordination number of two and three around each
oxygen.

The coordination around proton 16 is not shown in this
picture (as it is included in the coordination around oxygen
15): it is 1.0 for both FFH and QMH, indicating that it is
practically always donating the one hydrogen bond it can
donate. However, the total coordination number of oxygen
15 equals 1 as well for QMH, while it is 2 in FFH. That
means that oxygen 15 is an hydrogen bond acceptor as well
in the force field simulation, but not in QMH. The proto-
nation of oxygen 15 has more influence in QMH than in
FFH, on the coordination of both oxygen 14 and oxygen
15.

Figure 10. The coordination numbers for all systems and all
Glu oxygens. The black bars give the average coordination
number around oxygen 14, the diagonally striped bars around
oxygen 15, the horizontally striped bars around oxygen 18,
and the white bars around oxygen 19. The bars add up to
give the total coordination number per amino acid.
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The coordination numbers around oxygens 18 and 19 in
the force field simulations are all very similar and close to
3. This was found as well by Speranskiy et al.,1 who did
stationary quantum simulations on solvated glutamate equili-
brated by classical molecular dynamics, and by Alagona et
al.,38 who performed force field Monte Carlo on an acetate
anion. In both these papers, the structure around the solute
oxygens was calculated using a force field. The other
carboxylate group, with oxygens 14 and 15, behaves in the
same way in system FF-. However, for the quantum
simulations the total coordination number per carboxylate
groups is much less than 6. This is understandable, as the
hydrogen bonds to the quantum oxygens are donated to five
lone pairs at maximum. A coordination number of 4 per
carboxylate group is already less common in the ab initio
than in force field simulations. In order to reach high
coordination numbers, the water molecules need to find a
perfect position, adapting themselves not only to the Glu
orbitals but also to the bulk water structure. When only the
value of the charge matters, and not its spatiality-as is the
case in the force field simulations-high coordination num-
bers are more common.

Villa et al.11 found that the force field underestimates the
free energy of hydration, as we discussed in section3.1. Our
results show that this is not due to the number of hydrogen
bonds: all force field simulations show an overcoordination.
That means that it is most likely the strength of the bonds
that is underestimated; this is in accordance with the longer
hydrogen bonds in Table 3 and the lower polarization in
Figure 2 for the force field solute. This effect is only
compensated to a very small extent by the (much smaller)
polarization increase of the force field water molecules shown
in Figure 3.

Although the quantum simulations underestimate the
coordination numbers compared to the force field, they
overestimate the sharpness of the radial distribution peaks,
as we showed in section3.2.1. We should actually identify
two aspects of structure: 1) the distribution of hydrogen bond
lengths (peak shape in the radial distribution function) and
2) the number of hydrogen bonds. Overstructuring of the
first type is reported by ab initio studies on pure water, and
our simulations show a similar behavior for water around
Glu (see Table 3). In contrast, we find that for the second
aspect the force field simulations overstructure compared to
the ab initio calculations. This result is corroborated by the
pure water results of Fernández et al.,39 who also see a larger
coordination number in force field compared to quantum
simulations. We did not find any other pure water studies in
literature that compare coordination numbers.

3.3. Dynamics. To compare the dynamical aspects of the
hydrogen bond networks around glutamic acid and glutamate,
we look at the residence times of the hydrogen bonds. Figure
11 shows the residence time of the water molecules around
the oxygens of the chromophore. We defined a water
molecule to be hydrogen bonded to a chromophore oxygen
when the O-O distance was less than 3.5 Å and the
O-H-O angle was more than 150°.40 When a hydrogen
bond deviated from this definition for less than 0.5 ps, the
hydrogen bond was considered unbroken; when it existed

for less than 0.5 ps, we did not take it into account when
calculating the average residence time. In the quantum
simulations, some residence times are of the same order of
magnitude as the simulation times. Because we cannot say
how much longer a water molecule would have donated or
accepted a hydrogen bond after stopping the simulation, this
implies that we can only provide a lower bound for the
average hydrogen bond lifetime. The statistics of the force
field residence times is much better, resulting in very similar
values for oxygens in the same carboxylate group, as one
would expect. In the quantum simulations, a single long
residence time can influence the average significantly. Steric
effects and the orbital structure play a role in the latter
simulation too, so at least some part of the difference is
physical.

In spite of the fact that the quantum residence times might
be somewhat underestimated, all of them are (much) longer
than their force field counterparts. Especially in the proto-
nated simulations, the difference is up to a factor 4. The
tallest bar in Figure 11 is the result of one water molecule
accepting a hydrogen bond from oxygen 15 and proton 16
during the complete QMH simulation. The special character
of the hydrogen bond donated by oxygen 15 is exemplified
by the fact that it is accepted by the only water molecule in
the Glu solvation shell with a net positive charge (see Figure
3). The residence time could even be much longer than this,
if we could simulate for longer times. Note however that
the statistics here are poor: the ‘average’ residence time is
calculated on the basis of only one hydrogen bond. The
difference between the oxygen 15 residence times of system
QM- and FF- is smaller but still large. In simulations of
glutamate embedded in the photoactive yellow protein, we

Figure 11. Residence times of water molecules hydrogen
bonding to Glu oxygens. The horizontal dotted line indicates
the total simulation time for the quantum simulations. The
black bars correspond to oxygen 14, the diagonally striped
bars to oxygen 15, the horizontally striped bars to oxygen 18,
and the white bars to oxygen 19. When proton 16 was
present, we represented the residence times of its donated
hydrogen bond with the grey version of the oxygen 15 bar
(as it is included in that residence time as well). In the QMH
simulation, the residence times for oxygens 15 and proton
16 were exactly the same and therefore overlapping. In
system FFH, the hydrogen bond donated by proton 16 lived
about twice as long as the average hydrogen bond involving
oxygen 15.
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saw too that the residence times of hydrogen bonds donated
to Glu were shorter in force field simulations than in QMMM
simulations.2

When force field water molecules move from one hydro-
gen bond acceptor to the other (for example from one
carboxylate oxygen to the other or from glutamate to water),
they move their positively charged hydrogen from one region
of negative charge to the other. As the charge has no
directionality, the proton will be somewhat stabilized by both
acceptors when it is exactly in the middle of the transition.
A quantum water in a quantum environment feels less
electron density during the transition, as the orbital structure
of the two acceptors only stabilizes the proton’s positive
charge when it is pointing in the right direction. This will
make the barrier for hydrogen bond switching higher and
the residence times longer.

Both the force field and the quantum simulations show
the same trend on protonation: the residence time on oxygen
15 increases, while the hydrogen bonds donated to oxygen
14 have a shorter lifetime. Particularly in QMH we see that
oxygen 15 is a very stable hydrogen bond donor when
protonated. In FFH too, the hydrogen bonds donated by
oxygen 15 last longer than the ones accepted by it. We saw
this phenomena as well in our simulations of p-coumaric
acid in water:5 when the solute has an OH bond, which is
more flexible than a CdO bond, it can more easily adapt to
the water structure around it, and, hence, donated hydrogen
bonds tend to be more stable than accepted ones on the
oxygen in question. This flexibility effect compensates for
the diminished stability due to fact that glutamic acid is now
neutral and oxygens 14 and 15 are not as negative as in
glutamate. For oxygen 14, only the latter destabilizing effect
is present and hence it stabilizes its hydrogen bonds
somewhat less.

When checking for finite size effects, we found that the
life times of all the hydrogen bonds in simulation FF- are a
factor 1.3 too long compared to the force field simulation in
the large box. We do not expect that the size of the larger
simulation box still has a substantial effect, because the box
contains more than 6 solvation shells around Glu in each
direction. Although we could not test the finite size effect
for the quantum simulations, we expect that these effects
are the same for the first principles simulations. In case of
QMMM simulations of a full protein in water, this overes-
timation should be negligible, as the box sizes are many times
larger than the ones in this work. So although we can still
compare the life times of the hydrogen bonds presented here,
they will most likely deviate from the ‘real’ values.

In studies of pure water, we did not find measurements of
‘individual’ hydrogen bond life times. We can look however
at the calculated self-diffusion constants. Comparison of ab
initio simulations of pure water with experiments and force
field simulations30,34–36,39,41–46 has shown that self-diffusion
is difficult to calculate (separate simulations give results that
differ up to 2 orders of magnitude) and often underestimated,
especially when simulated ab initio. Some papers34,35 state
that this diminished mobility is due to an overcoordination
of water (sharper peaks in the radial distribution function).
We think it is not proven that this is the only or even the

most important factor. The box sizes in these simulations
were only 32-64 water molecules, sometimes not even
comprising two full solvation shells in a cubic box. We have
shown that the box size is an important factor, especially
for dynamical properties.

4. Conclusions

When simulating the solvatation of glutamic acid and
glutamate in water, it does matter which method one uses:
based on a force field (Gromos96) or on DFT. With DFT-
BLYP we see a larger variation in the strength and number
of hydrogen bonds. This should be attributed to the fact that
in the DFT method the electronic distribution in the
molecules can adapt to the changing environment giving rise
to changes in polarization, whereas in the force field method
the partial charges on the atoms are fixed. This is not only
of importance for the Glu atoms but also for the water
molecules, particularly the ones in the first solvation shell.

Force field simulations tend to overcoordinate water
molecules with about three extra hydrogen bonds per Glu
molecule compared to quantum systems. Particularly the
negatively charged carboxylate groups in the force field
systems are very strong acceptors, accepting three hydrogen
bonds per oxygen on average. In the quantum description
the resonance structure of the carboxylate group has only
five lone pairs, which are not always occupied by hydrogen
bonds, as steric hindrance by the bulk water or glutamate
itself does not allow it. This substantially decreases the
average coordination number.

In the case of glutamic acid, the differences are most
pronounced. The protonation decreases the coordination
number around oxygen 15 drastically to 1 in system QMH,
while it is almost 2 in FFH. The difference is similar on
oxygen 14:1.5 vs 2.5. In the quantum simulation, we see a
transfer of positive charge from proton 16 to the nearest water
molecule. The hydrogens of this water become more positive
and the oxygen more negative. This stronger polarization
increases the lifetime of the bond significantly, up to values
longer than the simulation time, that is at least 15.6 ps. In
system FFH, the residence time of the average water
molecule around oxygen 15 is only 4.4 ps. The accepting
water molecule stays longer but only 8.6 ps on average. All
the other residence times are much shorter in the force field
than in the quantum simulations too.

The structural differences between the two methods are
mainly that more waters hydrogen bond in force field
simulations. The hydrogen bonds itself are not that much
different; they are slightly longer in the force field description
but within a range of 4%. Only one hydrogen bond differed
more than that, almost 15%. The largest dissimilarity
however is in the residence times. These times are always
underestimated by the force field, sometimes up to a factor
4. Our results suggest that for a proper force field description
of the aqueous solvation of glutamic acid and glutamate, the
force field should allow for a varying and asymmetric charge
distribution of the carboxylate group. This would accom-
modate an asymmetric coordination of the water molecules
around the Glu oxygens as seen in our DFT-based simula-
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tions. A stronger polarization (that is, a larger absolute value
of the partial charges) will result in shorter and stronger
bonds.

Fernández et al.39 show a correlation between the self-
diffusion coefficient of water and the number of defects. This
effect is present in ‘real’ and simulated water, and it is not
an unphysical result of the simulation method. The overco-
ordination in Glu in our force field simulations will induce
more defects in the water structure than the ab initio
simulation does, and this will make the water molecules more
mobile. Although the diffusion is coupled to the lifetime of
hydrogen bonds, it is not a one-to-one relation. Hydrogen
bond switching is a more local phenomenon than self-
diffusion, and estimates of hydrogen bond life times are likely
to be better than diffusivity predictions. To properly estimate
self-diffusion, a molecule should travel a significant distance,
but in ab initio simulation times water molecules can barely
move 1 Å. Summarizing, we should be well aware that we
cannot draw strong conclusions on which simulation com-
pares better to real Glu solvated in water: the force field or
the ab initio simulation. Our errors are most likely less severe
than in most of the pure water simulations that can be related
to experiments, because of our larger box sizes and the focus
on local processes. With ab initio simulations, one includes
electron density spatiality, yielding a detailed picture of
related properties such as coordination numbers and hydrogen
bond switching events. But the time scale for changes in
these properties is of the same order as the simulation times
for quantum simulations, resulting in better sampling in the
force field simulations. From the simulations presented in
this paper we can understand, and to some extent quantify,
the difference between force field and quantum simulations,
in order to recognize unphysical effects around the border
of QM and MM parts in combined simulations.

In relation to the simulation of the proton transfer in the
photoactive yellow protein, it is interesting to know that the
residence time changes upon protonation are much larger
for the quantum system than for the force field system. The
changes are also larger than the residence time differences
upon protonation of the phenolic oxygen of p-coumaric acid
in our previous paper.5 This means that deprotonation of
glutamic acid has a larger residence time decreasing effect
than the opposite effect on the chromophore and, hence, that
it is likely that the hydrogen bond between the two molecules
in the protein breaks easier after the proton transfer. This
indicates that a direct proton transfer from Glu to p-coumaric
acid can be a starting point for the breaking of hydrogen
bonds and ultimately unfolding of the protein. We also saw
that upon deprotonation of Glu, glutamate attracts three extra
hydrogen bonds to the now negatively charged carboxylate
group-independent of the simulation method. In force field
simulations of glutamate in the protein as well,2 the number
of hydrogen bonds increased from 1 to 4 in less than 10 ps.
The need to stabilize the negative charge on Glu makes
hydrogen bond rearrangements easier. Exactly these rear-
rangements are part of the process of unfolding the protein
into its signaling state.
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Abstract: A family of segmented all-electron relativistically contracted (SARC) basis sets for
the elements Hf-Hg is constructed for use in conjunction with the Douglas-Kroll-Hess (DKH)
and zeroth-order regular approximation (ZORA) scalar relativistic Hamiltonians. The SARC basis
sets are loosely contracted and thus offer computational advantages compared to generally
contracted relativistic basis sets, while their sufficiently small size allows them to be used in
place of effective core potentials (ECPs) for routine studies of molecules. Practical assessments
of the SARC basis sets in DFT calculations of atomic (ionization energies) as well as molecular
properties (geometries and bond dissociation energies for MHn complexes) confirm that the
basis sets yield accurate and reliable results, providing a balanced description of core and valence
electron densities. CCSD(T) calculations on a series of gold diatomic compounds also
demonstrate the applicability of the basis sets to correlated methods. The SARC basis sets will
be of most utility in calculating molecular properties for which the core electrons cannot be
neglected, such as studies of electron paramagnetic resonance, Mössbauer and X-ray absorption
spectra, and topological analysis of electron densities.

Introduction

Third-row transition metals play important roles in various
branches of chemistry. Foremost, they are used in a wide
range of catalytic processes including olefin polymerization
and numerous forms of hydrocarbon functionalization. In a
biological context, tungsten is the only naturally occurring
third-row transition element. It is found in a number of
enzyme active sites, where it usually catalyzes redox
reactions similar to those performed by the analogous
molybdenum enzymes.1,2 The biologically relevant redox
states are W(IV), W(V), and W(VI) where only W(V) is
amenable to electron paramagnetic resonance (EPR) studies
owing to the 5d1 electron configuration. However, other third-
row transition metals like osmium, gold, platinum, and
rhenium are sometimes also used in a biological context,

the long-established medicinal applications of platinum and
gold compounds being prominent examples.3

In recent years, it has become commonplace to supplement
experimental studies by quantum chemical calculations that
are designed to assist in the interpretation of experimental
data or to provide information where experiments cannot be
performed with realistic effort. The emphasis of most
calculations, commonly performed at some level of density
functional theory (DFT),4,5 is on the relative energies of
reactants, products, transition states, isomers, or conformers.
A potential problem in calculations on third-row transition
elements is the relatively high computational effort required
to treat all the inner shell electrons (1s-4f) together with
the importance of relativistic effects that are certainly not
negligible in the third transition row.6 As long as only
energetics is concerned it has therefore been found to be
convenient to employ effective core potentials (ECPs).7–17

Properly designed ECPs together with suitable valence basis
sets fulfill the double purpose of decreasing the computational
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effortssinceonlyvalenceelectronsareexplicitlyconsideredsas
well as incorporating scalar relativistic effects. The calcula-
tions then proceed as in the nonrelativistic case.18

In various assessments and practical applications, it has
been established that ECPs provide reliable approximations
to all-electron scalar relativistic calculations as far as
geometries and relative energies are concerned.19 By contrast,
obvious limitations arise when properties of the inner shells
are being probed, as is the case in EPR or X-ray absorption
experiments. At the very least for such cases, there should
be basis sets available that allow scalar relativistic calcula-
tions with realistic effort, being adapted to the popular
formulations of scalar relativistic Hamiltonian operators, such
as the zeroth-order regular approximation20–23 (ZORA), the
infinite-order regular approximation24 (IORA), and the
Douglas-Kroll-Hess25–29 (DKH) approach. It is common
practice in basis set design to use a single contracted basis
function for each core orbital since these orbitals undergo
very limited changes upon bond formation. Unfortunately,
different scalar relativistic approximations lead to very
different shapes of the core orbitals and hence require
contractions that are quite different from each other and from
the nonrelativistic case. Therefore, standard contracted basis
sets generally lack the flexibility in the core region for scalar
relativistic methods and although uncontracted basis sets
provide greater flexibility, their large size makes routine
molecular calculations too slow to be practical.

Scalar relativistic basis sets for the ZORA approximation
have been developed by the Amsterdam group for Slater
functions and are available in the Amsterdam Density
Functional code.30,31 Van Wüllen has performed scalar
relativistic contractions for the ZORA approximation, but
to the best of our knowledge, his basis sets are not publicly
available.32 Various workers have recently reported basis sets
for transition metal atoms that are contracted to be consistent
with the second- or third-order DKH (DKH2, DKH3)
procedures.33–40 Representative examples are the atomic
natural orbital (ANO) basis sets by the Lund group,33 the
correlation consistent basis sets for the first transition row
developed by Peterson and co-workers34 and the compre-
hensive basis sets proposed by Nakajima and Hirao35 and
by Koga and co-workers.36–38 These basis sets are generally
contracted and hence, as long as the integral generator of a
given quantum chemical program does not take advantage
of the general contraction, lead to fairly expensive calcula-
tions. This is not so much an issue in correlated ab initio
calculations for which these basis sets were designed. It
nevertheless becomes a serious efficiency issue for DFT
calculations where the generation of two-electron integrals
over basis functions dominates the computational effort.

Hence, we feel that it is important to have basis sets
available that are not generally contracted but that can be
used in scalar relativistic calculations. In this paper we
propose such segmented all-electron relativistically con-
tracted (SARC) basis sets, which are constructed for treat-
ments of third-row transition metal systems in conjunction
with scalar relativistic Hamiltonians (DKH or ZORA), yet
are sufficiently small to be used in place of effective core
potentials (ECPs) for routine studies of molecules. Exponents

of the Gaussian primitives are derived from relatively simple
empirical rules and contraction coefficients were determined
in atomic complete active space self-consistent field (CASS-
CF) calculations in both the ZORA and second-order DKH
(DKH2) schemes. In order to arrive at consistent sets of all-
electron scalar relativistic basis sets covering most of the
periodic table, we have furthermore recontracted the basis
sets developed by the Karlsruhe group41–43 along the same
lines. Thus, basis sets of split-valence (SV), triple-�-valence
(TZV), and quadruple-�-valence (QZV) quality are available
in ZORA and DKH recontractions and can be combined with
the SARC basis sets for third-row transition metals. All the
above basis sets are now part of the freely available ORCA
program package.44 Scalar relativistic ZORA and DKH2
calculations based on the SARC basis sets are only slightly
more expensive than standard nonrelativistic calculations and
are not grossly less efficient than calculations that employ
ECPs as long as the number of heavy atoms in the system is
not too large. The performance of the SARC basis sets is
assessed for both atomic properties (ionization energies) and
molecular properties (structures and bond dissociation ener-
gies for MHn complexes with less than 12 valence electrons).

Relativistic Hamiltonians

In this section, the well-known45,46 underlying relativistic
formalisms are briefly described. The reasoning starts with
the four-component Dirac-Coulomb many electron Hamil-
tonian that consists of the one-electron Dirac Hamiltonian
supplemented by the standard nonrelativistic electron-electron
interaction terms. Calculations that are directly based on this
Hamiltonian are feasiblesas implemented in the Dirac
code47sbut are still computationally expensive. Much effort
has been devoted to develop theories that decouple the large
and small components of the four-component Dirac spinors.
The earliest of these, the Breit-Pauli expansion, is known
to face the variational collapse problem45,46 and has therefore
fallen into disuse in the framework of variational calculations.

The zeroth-order regular approximation (ZORA) is an
effective Hamiltonian approach that was first discussed by
Heully and co-workers48,49 and later elaborated by van
Lenthe et al.20–22 Various modifications have been discussed
by van Wüllen23 and Filatov.50–54 The ZORA method
amounts to an expansion of the Dirac equation in powers of
E/(2c2 - V) where V is the “molecular potential” and E is
the Dirac energy. To leading order, the energy dependence
does not appear. In a Kohn-Sham framework, the ZORA
Hamiltonian is of the form {(cσp)[1/(2c2 - V)](cσp) + V}ψi

) εiψi, with σ representing the vector of Pauli spin-matrices45

and p being the momentum operator.
The Douglas-Kroll-Hess (DKH) method represents an

alternative way for decoupling the Dirac Hamiltonian. It is
based on a series of unitary transformations, the first of which
is the free particle Fouldy-Wouthuysen transformation.55

The series apparently converges very fast and is usually
truncated at second-order, which yields good results. Reiher
and Wolf55–61 have extensively developed and discussed
higher-order terms in the DKH series. Other discussions of
third-62 and sixth-order63 terms have also appeared in the
literature. The equations are fairly complex and will not be
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provided here. In programmable form, they have as examples
been given in refs 56 and 59. More recently, high-order and
even exact decoupling procedures have been discussed by
various authors57,60,64–68 and will likely find their way into
major quantum chemistry codes in the future.

Once the reduction of the Dirac equation to two compo-
nents has been achieved, it can be conveniently (but not
uniquely)69 divided into a spin-dependent and a spin-
independent part using the well-known Dirac relation
(σu)(σv) ) uv + iσ(u × v) that holds for any two vectors
u, v that are independent of σ. If the spin-dependent part
(the spin-orbit coupling) is dropped, or taken into account
perturbationally at a later stage, one arrives at a spin-free
effective one-component method that typically only features
a modified one-electron part of the Hamiltonian. This is the
approach taken in this work. However, the effective one-
electron Hamiltonians differ according to the chosen method
of decoupling. Since the effective potentials provided by
different decoupling procedures are quite different, it is
necessary to use different contraction schemes for different
methods. Hence, it is necessary to determine the all-electron
contractions for each scalar-relativistic Hamiltonian separately.

The difference in radial functions is illustrated in Figure
1, where the radial functions of the s orbitals of the neutral
Hg atom (1S) are displayed. As is well-known, the relativistic
and nonrelativistic orbitals are significantly different and all
radial maxima of the nonrelativistic calculation appear at
considerably too long distances. Compared to this major

difference, the ZORA and DKH2 orbitals are relatively
similar. The difference plot reveals that the only significant
differences occur in the 1s and 2s orbitals. The ZORA 1s
orbital is more compact than the DKH2 orbital and conse-
quently shifted inward. The same effect is observed for the
2s orbital where the dominant radial maximum occurs at
slightly shorter distances in the ZORA calculation, but in
the region close to the nucleus, the DKH 2s orbital is larger.
This is related to the orthogonality constraint of the 2s and
1s orbitals. The behavior of the DKH2 and ZORA orbitals
is understood from the well-known fact that the deep core-
orbital energies are much too low in the ZORA method.20

Thus, the ZORA potential is too attractive close to the
nucleus. This will ultimately have influence on deep core
properties, but the valence region is described very similarly
by both relativistic methods.

Construction of Basis Sets

CASSCF calculations (or restricted Hartree-Fock (RHF) for
d10 1S states) were first carried out for each atom in order to
obtain the innermost radial expectation values to be used in
the generation of the new primitives. These calculations
employed Huzinaga’s well-tempered basis sets (WTBS)70,71

in completely uncontracted form (28s21p18d12f), resulting
in a total of 265 basis functions per atom except for Hg, for
which the basis set is (29s21p19d13f) with a total of 278
basis functions. Each atom was considered in its ground state,
with the exceptions of rhenium, for which we averaged with
equal weights the lowest sextet state arising from each of
5d56s2 and 5d66s1 configurations, and osmium, for which
we used the lowest state of the 5d76s1 configuration.
Specifically, the states of the atoms were: Hf (3F), Ta (4F),
W (5D), Re (6S, 6D), Os (5F), Ir (4F), Pt (3D), Au (2S), and
Hg (1S).

On the basis of the innermost radial expectation values
〈rl〉 determined from the above calculations (Table 1), the
maximal exponents per angular momentum Rl (l ) s, p, d,
f), i.e. the exponents of the tightest functions were then
determined according to the formula:

Rl ) kl

2fl
2

π〈rl〉2
(1)

where fl assumes the values of 1, 4/3, 8/5, and 64/35, and κl

is a scaling factor, whose optimal values were determined
to be 1000, 100, 33, and 10 for s, p, d, and f functions,
respectively. The results are summarized in Table 2. Having

Figure 1. (top) Radial distribution functions of the neutral Hg
atom (1S) in the DKH2 (full line), ZORA (dotted line), and
nonrelativistic (dashed line) approximations. (bottom) Differ-
ence between the DKH and ZORA radial distribution functions.
All calculations were done at the RHF level with the decon-
tracted WTBS basis set.

Table 1. Radial Expectation Values (in Bohr) Determined
from CASSCF Calculations

〈rs〉 〈rp〉 〈rd〉 〈rf〉

Hf 0.021044 0.075387 0.190489 0.638176
Ta 0.020753 0.074278 0.187201 0.607539
W 0.020470 0.073201 0.184024 0.580906
Re 0.020195 0.072155 0.180953 0.557585
Os 0.019927 0.071138 0.177983 0.536501
Ir 0.019666 0.070149 0.175109 0.517408
Pt 0.019411 0.069188 0.172325 0.500012
Au 0.019164 0.068253 0.169628 0.484067
Hg 0.018922 0.067342 0.167014 0.469201
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determined the maximum exponents, series of descending
primitives were then generated as Rl�-i (i is a positive
integer), � being 2.25, 2.50, 2.75, and 3.00, for s, p, d, and
f. Extrapolation factors were chosen empirically in an attempt
to produce the smallest possible set of primitives that does
not compromise appreciably the accuracy in the valence
region. Each series was terminated when the exponent
became smaller than 0.05 for s, p, and d functions or 0.5 for
f functions; this procedure yielded (22s15p11d6f) sets with
a total of 164 primitives. From these, the innermost 6s, 5p,
4d, and 5 or 4f primitives were contracted in the final basis
sets, leaving the remaining primitives uncontracted. Contrac-
tion coefficients were obtained through scalar relativistic
CASSCF calculations using the same states for each atom
as described above, except for Re and Os that were now
also considered in their respective ground states, 6S and 5D.
Distinct sets of contraction coefficients were determined
depending on the treatment of scalar relativistic effects: the
basis sets therefore exist in two forms, one optimized for
the DKH2 Hamiltonian and one optimized for the ZORA
approximation.

When the SARC basis sets are used in conjunction with
SV basis sets, the f primitives are contracted in a [51] pattern,
whereas a [411] pattern is used when combined with TZV
basis sets. Finally, for use with more extensively polarized
TZVPP basis sets or for correlated methods, the SARC basis
sets are supplemented with an additional single g function
taken from a def2-TZVPP basis.42 Thus, the final contraction
patterns and total basis functions for the SARC basis sets in
the SV/SVP, TZV/TZVP, and TZVPP forms are [17s11p8d2f]
(104functions),[17s11p8d3f](111functions),and[17s11p8d3f1g]
(120 functions), respectively. Complete listings of the basis
sets are included in the Supporting Information.

As mentioned in the Introduction, we also produced DKH
and ZORA relativistically contracted variants of the Karlsru-
he SV, TZV (H-Xe), and QZV (H-Kr) basis sets,41–43 in
order to ensure consistency when these are combined with
the SARC basis sets for third-row transition metals. A much
simpler procedure was followed in this case as the original
exponents were not altered. However, new contraction
coefficients were determined following CASSCF calculations
with completely uncontracted basis sets. It is emphasized
that only the innermost primitives per angular momentum
were recontracted, hence the relativistic SV, TZV, and QZV
variants are slightly larger than the original nonrelativistic
basis sets. These basis sets are automatically loaded in place

of the SV, TZV, or QZV basis sets when the use of a scalar
relativistic Hamiltonian is detected.

Preliminary Considerations

The particular choice of the contraction pattern in the SARC
basis sets was guided by the need to strike a balance between
reduced basis set size and reliable results. An estimation of
the contraction error is therefore necessary in order to
establish whether the contraction pattern is uniformly good
or leads to specific failures. The contraction error is obtained
as the difference between total CASSCF energies for the
same atomic states calculated with the contracted and fully
uncontracted versions of the basis sets. Specifically, DKH2
calculations with the SARC [17s11p8d3f] basis sets indicate
that the contraction error is of the order of 0.1 Eh and shows
no irregular deviations: it increases monotonically from a
minimum of 79 mEh for hafnium to a maximum of 121 mEh

for mercury, while 70-80% of the energy difference between
the contracted and uncontracted basis sets was found to
originate in the p contraction. Essentially, identical trends
and numerical values are obtained from the corresponding
ZORA energies. These results confirm the uniform validity
of the chosen contraction pattern across the third transition
metal row.

To put the numbers mentioned above into perspective, we
note that the contraction error is insignificant compared to
the inherent incompleteness error relative to the basis set
limit. This is shown clearly in Table 3, where total electronic
energies obtained with SARC are compared to those obtained
with the fully uncontracted WTBS, the latter being a good
approximation to an essentially complete basis set. A rising
trend in deviations is observed again as we move from the
lighter to the heavier atoms, the incompleteness error ranging
from a little over 4 Eh for hafnium to 7.75 Eh for mercury.
Crucially, however, these relatively large absolute differences
are not expected to have any adverse effects on the prediction
of molecular properties other than total energies. This point
is more meaningfully demonstrated by comparison of the
valence shell orbital energies obtained with the two basis
sets: regardless of the incompleteness error, the energies of
the 5d and 6s orbitals are shifted by only a few hundredths
of an electronvolt relative to the uncontracted WTBS energies
(average 0.066 eV) and they never exceed 0.1 eV for any
metal. Moreover, the lack of periodic trends in this case

Table 2. Maximum Exponents Per Angular Momentum (in
Bohr-2) Used in the SARC Basis Sets

Rs Rp Rd Rf

Hf 1437551.912320 19914.282978 1482.157051 52.266455
Ta 1478149.466003 20513.378492 1534.679527 57.670758
W 1519303.147809 21121.442157 1588.126510 63.080083
Re 1560962.277531 21738.257763 1642.488936 68.467082
Os 1603231.663005 22364.247712 1697.762680 73.954211
Ir 1646069.065505 22999.300491 1753.949530 79.512920
Pt 1689601.567586 23642.643991 1811.079246 85.141859
Au 1733435.947505 24294.843503 1869.127577 90.843326
Hg 1778058.504339 24956.609026 1928.094310 96.691016

Table 3. Estimated Incompleteness Errors (Eh) from
Comparison of the SARC and Uncontracted WTBS Basis
Setsa

unc WTBS SARC ∆E

Hf -15064.0138878 -15059.7917292 4.2221586
Ta -15589.9018509 -15585.3767151 4.5251358
W -16127.3776871 -16122.5137047 4.8639824
Re -16676.6130872 -16671.3706773 5.2424099
Os -17237.6115677 -17231.9529489 5.6586188
Ir -17810.6802821 -17804.5642806 6.1160015
Pt -18395.9799302 -18389.3624406 6.6174896
Au -18993.6960534 -18986.5266065 7.1694469
Hg -19603.8631097 -19596.1093860 7.7537237

a Calculations were done at the CASSCF level of theory with
the DKH2 Hamiltonian.
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confirms that the basis sets yield a valence description of
consistent quality across the transition row. For the chemi-
cally less important 4f and 5s orbitals, the energy differences
are slightly more pronounced, but still they only exceed 0.2
eV for the three heaviest elements. Overall, the mean absolute
deviation for the 4f-6s orbital energies averaged over all
metals amounts to 0.106 eV. Thus, despite the considerable
size reduction in the SARC basis sets (111 instead of 265
functions), the description of the valence region in orbital
energetic terms is essentially unaltered; the importance of
this will be demonstrated in the following sections detailing
practical assessments for both atomic and molecular systems.

Ionization Energies. Reliable prediction of atomic ioniza-
tion energies is a typical requirement for computational
methods both because it is an obvious measure of the
balanced treatment of different electronic configurations and
because it often reflects on the performance of the method
for molecular environments. With the exception of hafnium,
the first ionization energy originates in the removal of an
electron from the 6s orbital of the neutral atom, as might be
anticipated. The resulting electronic configurations and
ground states of the cations are then as follows: Hf+ (d1s2,
2D), Ta+ (d3s1, 5F), W+ (d4s1, 6D), Re+ (d5s1, 7S), Os+ (d6s1,
6D), Ir+ (d7s1, 5F), Pt+ (d9s0, 2D), Au+ (d10s0, 1S), and Hg+

(d10s1, 2S). Since the SARC basis sets were developed with
the intention to be used in routine molecular studies where
DFT currently dominates or is the only cost-effective option,
we chose to carry out the present assessment using the
popular B3LYP functional.

Complete neglect of relativity leads in general to severe
underestimation of ionization energies, with a root-mean-
squared (rms) error of 1.4 eV and nonsystematic individual
errors that can reach 2 eV (Table 4). Inclusion of scalar
relativistic effects reduces these deviations dramatically,
bringing the rms error down to 0.11 eV. Pt presents the
greatest error, its ionization energy being overestimated by
more than 0.2 eV. The ZORA and DKH results are
essentially of the same quality. Most importantly, the
transition from the uncontracted WTBS to the much
more compact SARC (Table 5) has minimal impact on the
accuracy of the computed values, the rms error increasing
by a mere 0.01 eV. The graphical comparison of experi-

mental and calculated ionization energies in Figure 2 shows
vividly how closely the predicted values follow experiment,
with Pt producing again the only significant deviation. This
outcome demonstrates not only the quality of the SARC basis
sets, but also the excellent performance of the B3LYP
functional: the rms error of 0.12 eV for the third transition
metal series matches that reported by Roos et al. for CASPT2
with a much more extended relativistic ANO basis set.33

Molecular Tests

The calculation of molecular properties such as geometries
and bond dissociation enthalpies is an essential application
of modern electronic structure theory. Third-row transition
metal hydrides having the formula MHn, for which the total
valence electron count does not exceed 12,73–76 constitute a
computationally accessible set for testing the influence of
relativistic effects on molecular properties. Such complexes
have been examined recently by Landis and co-workers77

using effective core potentials and their associated contracted
valence basis sets, providing a useful comparison set for the
basis sets described herein. These metal hydride complexes
have electronic structures that are compatible with simple
Lewis-like formulations,73 and natural bond orbital (NBO)
analysis73,78–84 of their electronic structures using both SARC
and uncontracted basis sets with different scalar relativistic
treatments probes the robustness of simple Lewis-like

Table 4. Ionization Energies (eV) Computed with the
B3LYP Functional and the Fully Uncontracted WTBS Basis
Set, with and without Relativistic Corrections, Compared to
Experimental Values

nonrelativistic DKH2 ZORA

expa IE ∆E IE ∆E IE ∆E

Hf 6.825 6.714 -0.111 6.721 -0.104 6.726 -0.099
Ta 7.550 6.633 -0.916 7.472 -0.077 7.489 -0.061
W 7.864 5.977 -1.887 7.791 -0.073 7.808 -0.056
Re 7.834 6.925 -0.909 7.916 0.083 7.936 0.102
Os 8.438 8.998 0.560 8.476 0.038 8.490 0.052
Ir 8.967 10.101 1.134 8.895 -0.072 8.901 -0.066
Pt 8.959 7.290 -1.669 9.163 0.204 9.193 0.234
Au 9.226 7.321 -1.904 9.347 0.121 9.380 0.155
Hg 10.438 8.419 -2.019 10.319 -0.118 10.354 -0.083
MUE 1.234 0.099 0.101
rms 1.387 0.109 0.115

a Reference 72.

Table 5. Ionization Energies (eV) Computed with the
B3LYP Functional and the SARC Basis Sets, Compared to
Experimental Values

DKH2 ZORA

exp IE ∆E IE ∆E

Hf 6.825 6.711 -0.115 6.716 -0.109
Ta 7.550 7.466 -0.084 7.481 -0.069
W 7.864 7.791 -0.073 7.807 -0.057
Re 7.834 7.915 0.081 7.933 0.099
Os 8.438 8.483 0.045 8.503 0.065
Ir 8.967 8.896 -0.071 8.904 -0.063
Pt 8.959 9.197 0.238 9.223 0.264
Au 9.226 9.382 0.157 9.412 0.186
Hg 10.438 10.342 -0.096 10.373 -0.065
MUE 0.107 0.108
rms 0.120 0.128

Figure 2. Comparison between experimental and computed
(B3LYP-DKH2) first ionization energies.
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Table 6. Geometric Data and Total Energies of MHn and MHn-1 Compounds at the B3LYP Level with Uncontracted (UC)
and Contracted (C) SARC Basis Sets, Using the DKH and ZORA Hamiltonians

MHn point group basis set M-H bond (Å) H-M-H angle (deg) total energies (Eh)

HfH4 Td UC-SARC-DKH 1.835 109.56 -15067.61713715
C-SARC-DKH 1.841 109.56 -15067.52054279
UC-SARC-ZORA 1.832 109.47 -15650.32180781
C-SARC-ZORA 1.837 109.47 -15650.20652157

C4v UC-SARC-DKH 1.814 78.42 -15067.55910933
C-SARC-DKH 1.820 78.29 -15067.46219894
UC-SARC-ZORA 1.813 78.58 -15650.26167290
C-SARC-ZORA 1.819 78.42 -15650.14619041

HfH3 C3v UC-SARC-DKH 1.848 119.13 -15066.98814663
C-SARC-DKH 1.853 119.11 -15066.89160658
UC-SARC-ZORA 1.845 119.15 -15649.69245223
C-SARC-ZORA 1.850 119.13 -15649.57717761

TaH5 C4v UC-SARC-DKH 1.744, 1.792 77.64/117.55 -15593.84558554
C-SARC-DKH 1.751, 1.797 77.66/117.53 -15593.74525223
UC-SARC-ZORA 1.746, 1.781 77.79/117.38 -16213.94501662
C-SARC-ZORA 1.752, 1.788 77.69/117.50 -16213.82508781

C2v UC-SARC-DKH 1.712, 1.746,1.782 63.82, 117.90 -15593.84302285
C-SARC-DKH 1.718, 1.752, 1.787 63.75, 117.93 -15593.74260863
UC-SARC-ZORA 1.716, 1.747,1.773 63.7, 117.61 -16213.94250329
C-SARC-ZORA 1.722, 1.753,1.779 63.71, 117.70 -16213.82243700

TaH4 Td UC-SARC-DKH 1.766 109.54 -15593.23874364
C-SARC-DKH 1.772 109.54 -15593.13848434
UC-SARC-ZORA 1.762 109.50 -16213.33985941
C-SARC-ZORA 1.768 109.50 -16213.21979555

C4v UC-SARC-DKH 1.748 78.13 -15593.21134922
C-SARC-DKH 1.755 78.12 -15593.11108567
UC-SARC-ZORA 1.750 78.33 -16213.31044183
C-SARC-ZORA 1.756 78.31 -16213.19054552

WH6 C3v UC-SARC-DKH 1.652, 1.708 63.24, 113.5 -16131.64727768
C-SARC-DKH 1.657, 1.713 63.16, 113.6 -16131.54346908
UC-SARC-ZORA 1.658, 1.705 63.38, 113.3 -16791.11504169
C-SARC-ZORA 1.663, 1.709 63.34, 113.3 -16790.99057155

WH5 C2v UC-SARC-DKH 1.665, 1.681,1.720 62.36, 116.44 -16131.03550734
C-SARC-DKH 1.671, 1.687,1.724 62.31, 116.40 -16130.93176895
UC-SARC-ZORA 1.670, 1.684,1.712 62.26, 116.29 -16790.50733939
C-SARC-ZORA 1.676, 1.689,1.717 62.24, 116.28 -16790.38274965

C4v UC-SARC-DKH 1.744, 1.677 76.54/118.91 -16131.03530403
C-SARC-DKH 1.748, 1.683 76.50/118.95 -16130.93144660
UC-SARC-ZORA 1.732, 1.681 76.61/118.72 -16790.50659133
C-SARC-ZORA 1.736, 1.686 76.60/118.75 -16790.38195088

C5v UC-SARC-DKH 1.672 64.86 -16131.01858750
C-SARC-DKH 1.677 64.77 -16130.91477084
UC-SARC-ZORA 1.673 64.82 -16790.48867413
C-SARC-ZORA 1.678 64.81 -16790.36407530

ReH5 C5v UC-SARC-DKH 1.620 62.99 -16679.90974069
C-SARC-DKH 1.625 62.97 -16679.80333331
UC-SARC-ZORA 1.623 63.17 -17380.81762186
C-SARC-ZORA 1.627 63.19 -17380.68863645

C4v UC-SARC-DKH 1.695, 1.616 76.12/119.33 -16679.90681889
C-SARC-DKH 1.699, 1.621 76.09/119.43 -16679.79954812
UC-SARC-ZORA 1.682, 1.621 76.23/119.21 -17380.81524275
C-SARC-ZORA 1.686, 1.626 76.20/119.23 -17380.68542780

C2v UC-SARC-DKH 1.640, 1.612,1.654 116.99, 56.95, 65.81 -16679.90890282
>C-SARC-DKH 1.647, 1.616,1.658 116.53, 56.55, 65.93 -16679.80201210
UC-SARC-ZORA 1.643, 1.617,1.650 116.47, 56.14, 66.32 -17380.81861597
C-SARC-ZORA 1.648, 1.621,1.655 116.28, 55.72, 66.50 -17380.68910645

ReH4 Td UC-SARC-DKH 1.644 109.13 -16679.30977871
C-SARC-DKH 1.648 109.70 -16679.20326767
UC-SARC-ZORA 1.642 109.47 -17380.22240021
C-SARC-ZORA 1.647 109.47 -17380.09310021

C4v UC-SARC-DKH 1.617 68.49/76.73 -16679.29524772
C-SARC-DKH 1.622 68.38/76.94 -16679.18850066
UC-SARC-ZORA 1.622 68.40/79.13 -17380.20339418
C-SARC-ZORA 1.627 68.43/79.17 -17380.07408378

OsH4 Td UC-SARC-DKH 1.592 109.47 -17240.05827094
C-SARC-DKH 1.597 109.47 -17239.94858367
UC-SARC-ZORA 1.591 109.47 -17984.56862903
C-SARC-ZORA 1.595 109.47 -17984.43496057
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structures to more complete descriptions of the electron
density distributions. The comprehensive comparison of the
computed X-MHn bond dissociation energies that was
performed using B3LYP and CCSD(T) methods with
relativistic effective core potentials77 is also of great
relevance for our present assessment. In the following, we
assess the performance of the all-electron SARC basis sets
in both DKH and ZORA scalar relativistic approaches
comparing the results with this wide array of important
molecular properties such as structure and bond dissociation
enthalpies along with chemically meaningful interpretations
such as charge distributions and orbital hybridizations.

MHn Computational Details. All calculations were
performed using either ORCA44 or ADF 2005.31,85–88 In
ORCA calculations, a full geometry optimization for each
structure was performed using the hybrid density functional
B3LYP method.89,90 Scalar relativistic corrections were
included using the Douglas-Kroll-Hess (DKH2) and
zeroth-order regular approximation (ZORA) methods with
the option “onecenter true” enabled. The all-electron SARC
basis sets were used in both contracted (17s11p8d2f) and
uncontracted (22s15p11d6f) form for all transition metal
elements. The SCF convergence threshold was set to
VeryTight and the natural population anaysis (NPA)80,81,83

was performed using the interface of ORCA to the GenNBO
program version 5.0 on the geometries optimized at the
B3LYP/uncontracted-SARC level. For ADF 2005 calcula-

tions, the density functional used was based on Vosko-
Wilk-Nusair (VWN)91 local-spin-density correlated poten-
tial with gradient corrections of the exchange correlation due
to Perdew and Wang (PW91).92 The frozen-core approxima-
tion was adopted for M shells (1s2 f 4d10). The core
electrons were calculated by the accurate relativistic Dirac-
Slater method93 and then transferred unchanged into the
molecules. The valence orbitals of H and transition metal

Table 6. Continued

MHn point group basis set M-H bond (Å) H-M-H angle (deg) total energies (Eh)

C4v UC-SARC-DKH 1.562 71.04 -17240.05287730
C-SARC-DKH 1.567 71.09 -17239.94267012
UC-SARC-ZORA 1.569 72.25 -17984.55665962
C-SARC-ZORA 1.573 72.23 -17984.42277243

OsH3 C3v UC-SARC-DKH 1.588 104.98 -17239.43763702
C-SARC-DKH 1.593 105.15 -17239.32799126
UC-SARC-ZORA 1.589 105.24 -17983.94753645
C-SARC-ZORA 1.593 105.37 -17983.81389535

IrH3 C3v UC-SARC-DKH 1.534 87.67 -17812.20363055
C-SARC-DKH 1.538 88.04 -17812.09019536
UC-SARC-ZORA 1.539 91.47 -18602.56588914
C-SARC-ZORA 1.543 91.49 -18602.42677137

IrH2 UC-SARC-DKH 1.542 88.11 -17811.57595938
C-SARC-DKH 1.546 88.51 -17811.46295422
UC-SARC-ZORA 1.547 92.81 -18601.93950386
C-SARC-ZORA 1.550 92.92 -18601.80067284

PtH2 UC-SARC-DKH 1.510 82.56 -18396.49795977
C-SARC-DKH 1.514 82.75 -18396.38120805
UC-SARC-ZORA 1.515 86.80 -19235.07546132
C-SARC-ZORA 1.518 86.77 -19234.93083937

PtH UC-SARC-DKH 1.527 -18395.86957063
C-SARC-DKH 1.530 -18395.75344984
UC-SARC-ZORA 1.530 -19234.44728022
C-SARC-ZORA 1.533 -19234.30312472

AuH UC-SARC-DKH 1.537 -18993.10537990
C-SARC-DKH 1.541 -18992.98480346
UC-SARC-ZORA 1.538 -19882.38086053
C-SARC-ZORA 1.539 19882.23043055

Au UC-SARC-DKH -18992.49444792
C-SARC-DKH -18992.37453488
UC-SARC-ZORA -19881.76785321
C-SARC-ZORA -19881.61798680

H UC-SARC-DKH -0.49876441
C-SARC-DKH -0.49875809
UC-SARC-ZORA -0.49877893
C-SARC-ZORA -0.49877160

Table 7. Natural Population Analysis (NPA) Charges on M
(QM) and H (QH) Computed for the Most Stable MHn and
MHn-1 Species at the B3LYP Level with the SARC Basis
Sets and the DKH2 Hamiltonian

compounds point group QM QH

HfH4 Td 1.774 -0.444
HfH3 C3v 1.453 -0.484
TaH5 C4v 1.357 -0.348, -0.254
TaH4 Td 1.317 -0.329
WH6 C3v 0.481 -0.002, -0.158
WH5 C2v 0.748 -0.056, -0.214, -0.133
ReH5 C5v -0.069 0.014
ReH4 Td 0.460 -0.115
OsH4 Td 0.088 -0.022
OsH3 C3v 0.125 -0.042
IrH3 C3v -0.176 0.058
IrH2 C2v -0.007 0.004
PtH2 C2v -0.152 0.076
PtH 0.024 -0.024
AuH 0.047 -0.047
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atoms used triple-� Slater-type orbital (STO) basis sets with
two p polarization functions (TZ2P).94 Relativistic corrections
employed the zeroth-order regular approximation (ZORA)
method, and the integration level was set to 6.0.

Previously reported M-H bond energies are compared
with the new results reported herein.77 Prior post-Hartree-
Fock (CCSD(T))95 calculations were performed using Gauss-
ian98 and the LACV3P++** relativistic effective core
potential and the valence basis set of triple-� quality including
a set of polarization and diffuse functions. Prior DFT
calculations used the Jaguar program and the hybrid density

functionalB3LYPinassociationwiththebuilt-inLACV3P++**
basis set. For consistency with previously reported bond
dissociation energies,77 the reported values are not corrected
for zero-point energies or estimated basis set superposition
errors.

Geometries of MHn Complexes. As revealed by the
geometric features shown in Table 6, the optimized geom-
etries of MHn molecules using the SARC all-electron basis
sets and DKH or ZORA Hamiltonians conform to those
computed previously89,90 and expected based on a simple
hybridization and Lewis-like considerations.73,74 For ex-
ample, the structure of WH6 displays strong deviation from
the octahedron predicted by valence shell electron pair
repulsion (VSEPR) in favor of C3V point group symmetry
with 63° and 117° bond angles as predicted by idealized sd5

hybridization (Figure 3 and Table 6). All-electron computa-
tions with scalar relativistic treatments exhibit M-H bond
lengths and charge distributions that are similar to prior
computations with relativistic effective core potentials. For
example, tetrahedral MH4 fragments exhibit the following
M-H average bond lengths: M ) Hf, RHf-H ) 1.835 Å and
M ) Os, ROs-H ) 1.593 Å for all-electron scalar relativistic
treatments compared with values of RHf-H ) 1.833 Å and
ROs-H ) 1.601 Å. Similarly, NPA based charges, QHf )
+1.77 and QOs )+0.08, for all-electron computations (Table
7), closely match those, QHf ) +1.76 and QOs ) +0.12,
determined with effective core potentials. It is interesting to note
that different relativistic treatments, DKH and ZORA, have no
significant effects on important molecular properties such as
molecular geometries, relative energies of different stationary
states, charge distributions, and bond dissociation energies. The
contraction error of the SARC basis is estimated to be ∼0.005
Å for M-H bond distances.

MHn Bond Dissociation Energies. Simple M-H bond
dissociation energies computed exhibit remarkable consis-
tency over the range of computational methods and basis
sets reported herein. Within the all-electron calculations using
the B3LYP functional, the greatest range of computed bond
dissociation energies, 3.05 kcal/mol, occurs for ReH5. Among
seven different calculations of M-H bond dissociation
energies for eight metals, the rmsd is 1.81 kcal/mol.

It is interesting to note that relativistic core potential
representations and all-electron treatments with scalar relativistic
calculations using the B3LYP functional yield similar bond
dissociation energies (see Table 8 and Figure 4). This is not
surprising in that bond dissociation energies are primarily

Table 8. Computed Bond Dissociation Energies (kcal/mol) at Various Levels of Theory for the Most Stable Neutral,
Valence-Saturated MHn Compounds at Geometries Optimized for Each Method

B3LYP CCSD(T) PW91

UC-SARC DKH C-SARC DKH UC-SARC ZORA C-SARC ZORA lacv3p++** a lacv3p++** a TZ2P-ZORA

HfH4 81.72 81.69 81.94 81.93 81.59 73.90 79.11
TaH5 67.82 67.78 66.75 66.84 70.06 66.6 66.6
WH6 70.91 70.87 68.35 68.43 67.78 66.15 72.01
ReH5 63.50 63.57 60.52 60.72 62.22 62.22 67.67
OsH4 76.47 76.45 76.75 76.74 77.9 78.67 77.22
IrH3 80.89 80.62 80.07 80.08 80.29 80.29 84.45
PtH2 81.34 80.95 81.20 80.91 80.92 83.81 85.12
AuH 70.38 69.97 71.68 71.33 71.00 - 77.82

a Previously reported.77

Figure 3. Illustrations of some energy minimized structures
for MHn complexes (n ) 4, 5, 6).

Figure 4. Single bond dissociation energies (BDE, kcal/mol)
of H-MHn-1 complexes along the third-row transitional metal
at the B3LYP level with SARC-DKH and SARC-ZORA basis
sets and ZORA-PW91/TZ2P and CCSD(T)/LACV3P++**
methods.
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determined by valence shell interactions. The new contracted
basis sets for scalar relativistic calculations retain much of the
computational efficiency of the effective core potential calcula-
tions but should also prove particularly useful in computing
properties that are not accessible with effective potentials, such
as hyperfine and quadrupole coupling parameters.

Coupled Cluster Calculations of Au Compounds. In the
preceding sections, we established that the SARC basis sets
perform excellently in DFT calculations of third-row transi-
tion metal species, in terms of both structures and energetics.

We now address the question whether the applicability of
the SARC basis sets is limited to DFT or whether they can
be used in more demanding correlated ab initio approaches.
Since coupled-cluster theory at the CCSD(T) level (coupled-
cluster with single, double, and perturbative triple excitations)
is currently regarded as one of the most reliable and efficient
correlated methods in the field of small-molecule applica-
tions, we employ it for our study of six diatomic compounds
of gold: AuH, AuF, AuCl, AuBr, AuI, and Au2. CCSD(T)
calculations using both DKH2 and ZORA scalar relativistic
Hamiltonians are performed on this test set by correlating
all valence electrons. Note that since the SARC basis sets
were not explicitly designed for correlated calculations, it is
advisable to exclude the core and outer-core (4f) electrons
from correlation treatments. Otherwise some inaccuracies are
introduced that we attribute to the effects of basis set
superposition error.

The basis sets used are of TZVPP quality and for Au
correspond to the [17s11p8d3f1g] contraction, whereas for
the other elements to the appropriate relativistically recon-
tracted Karlsruhe TZVPP basis sets (H (5s2p1d)f [3s2p1d],
F (11s6p2d1f)f [6s3p2d1f], Cl (14s9p2d1f)f [8s4p2d1f],
Br(17s13p8d1f)f[10s8p4d1f],I(19s15p9d2f)f[12s10p5d2f]).
All these molecules have been the subject of numerous
experimental and theoretical studies in the past.35,96–108 The
wealth of available data and the volume of existing publica-
tions are such that extensive comparisons are prohibitive for
our present purposes; thus, we necessarily limit the com-
parison of the SARC data to only a representative selection
of most recent results (Table 9) and direct the reader to the
cited literature, especially to the review by Pyykkö,96 for a
comprehensive coverage of the subject.

A striking feature is the remarkable agreement between
the DKH and ZORA approaches; this gives us confidence
that the SARC basis sets are well-adapted to the individual
formalisms and that there are no imbalances in the basis
set construction. Looking more closely at the actual data
and making comparisons both with previous CCSD(T)
results and with experiment, it becomes evident that the
present CCSD(T)/SARC results are consistently accurate
for all molecules considered. They are clearly superior to
the available DFT results, yielding in general bond lengths
that are significantly shorter and thus closer to experiment.
Crucially, all predicted equilibrium parameters also com-
pare favorably with previous CCSD(T) calculations that
employ all-electron basis sets orsmore commonlys
pseudopotentials, often surpassing them in accuracy. Of
special interest for comparison purposes are the gold
halides, which have been recently studied by Puzzarini
and Peterson using CCSD(T) with systematic sequences
of correlation consistent pseudopotential basis sets (the
augmented VTZ and projected CBS results are included
in Table 9).98 It is not our intention to establish whether
the present CCSD(T)/SARC results are inferior or supe-
rior, but from the differences observed between the two
approaches, we can safely conclude that the SARC basis

Table 9. Equilibrium Geometries (Å), Dissociation
Energies (eV), and Spectroscopic Constants (cm-1) of Au
Diatomic Moleculesa

Re De ωe ωexe ref

AuH
CCSD(T)/SARC-DKH 1.521 3.31 2307 49.9
CCSD(T)/SARC-ZORA 1.520 3.33 2312 49.7
CCSD(T)/AE 1.525 2.92 2288 42 96, 107
CCSD(T)/PP 1.510 3.28 2324 106
DFT-BDF 1.537 3.34 2259 97
DFT-ZORA(MP) 1.537 3.33 2258 97
expt 1.524 3.36 2305 109

AuF
CCSD(T)/SARC-DKH 1.932 2.63 551 3.6
CCSD(T)/SARC-ZORA 1.932 2.63 551 3.6
CCSD(T)/PP-aVTZ 1.942 2.89 541 2.8 98
CCSD(T)/PP-CBS 1.935 2.97 548 2.8 98
DFT-BDF 1.941 3.48 531 97
DFT-ZORA(MP) 1.948 3.39 526 97
expt 1.918 3.01 564 3.3 99

AuCl
CCSD(T)/SARC-DKH 2.226 3.10 371 1.4
CCSD(T)/SARC-ZORA 2.226 3.08 371 1.4
CCSD(T)/PP-aVTZ 2.230 2.80 367 1.3 98
CCSD(T)/PP-CBS 2.213 2.96 375 1.3 98
DFT-BDF 2.228 2.96 359 97
DFT-ZORA(MP) 2.247 2.91 352 97
DFT(BP)/PP 2.243 3.00 356 104
expt 2.199 3.13 384 1.5 100

AuBr
CCSD(T)/SARC-DKH 2.344 2.75 255 0.7
CCSD(T)/SARC-ZORA 2.344 2.74 255 0.7
CCSD(T)/PP-aVTZ 2.346 2.61 256 0.7 98
CCSD(T)/PP-CBS 2.334 2.75 260 0.6 98
DFT-BDF 2.351 2.59 250 97
DFT-ZORA(MP) 2.366 2.70 244 97
expt 2.318 2.96 264 0.7 100

AuI
CCSD(T)/SARC-DKH 2.474 3.10 220 0.5
CCSD(T)/SARC-ZORA 2.474 3.09 220 0.5
CCSD(T)/PP-aVTZ 2.500 2.48 209 0.5 98
CCSD(T)/PP-CBS 2.487 2.62 211 0.5 98
expt 2.471 2.86 216 0.5 101

Au2

CCSD(T)/SARC-DKH 2.501 2.38 183 0.4
CCSD(T)/SARC-ZORA 2.500 2.37 183 0.4
CCSD(T)/PP 2.494 2.18 196 106
cp-CCSD(T)/AE 2.488 2.19 187 108
CCSD(T)/AE-DK3 point-charge 2.484 2.25 192 102
CCSD(T)/AE-DK3 finite-nucleus 2.480 2.31 194 35
DFT(B3LYP)/AE 2.541 2.03 169 104
DFT-BDF 2.513 2.22 183 97
DFT-ZORA(MP) 2.521 2.25 175 97
expt 2.472 2.31 191 109

a Spectroscopic constants were obtained in this work by a
least-squares fit to a Morse potential.
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sets perform reliably in the context of scalar relativistic
CCSD(T) calculations.

Summary

The contracted basis sets reported herein are constructed for
accurate but yet affordable all-electron treatments of third-
row transition metal systems in conjunction with scalar
relativistic Hamiltonians (DKH or ZORA). In fact, they are
sufficiently small to be used in place of effective core
potentials (ECPs) for routine studies of molecules. Various
metrics, including atomic ionization potentials, molecular
geometries, and bond dissociation energies, indicate that the
basis sets provide a balanced description of core and valence
electron densities. Overall, the level of agreement between
ECP based, DKH, and ZORA results for a variety of third-
row transition metal species is striking, as is the success of
the B3LYP functional upon comparison with either experi-
ment or high level CCSD(T) calculations. Moreover, the
excellent results obtained with the SARC basis sets in a series
of CCSD(T) calculations of gold compounds confirm that
the applicability of the SARC basis sets can be extended to
correlated methods as long as a valence-only correlation
strategy is followed.

The SARC basis sets are only loosely contracted, and
hence, they are computationally more efficient than the
generally contracted relativistic basis sets reported by other
workers.33–40 The main field of application for the new basis
sets is expected to be calculation of molecular properties for
which the core electrons cannot be neglected; for example,
in studies of electron paramagnetic resonance, Mössbauer
and X-ray absorption spectra. In addition, the SARC basis
sets are ideally suited for the derivation of electron densities
that will be subsequently subjected to topological analysis:
as Frenking has pointed out,110 total electron densities derived
from ECP calculations may lead to artifacts in the topological
analysis and therefore scalar relativistic all-electron calcula-
tions are to be preferred. It is interesting to note in this
context that NBO derived properties appear to be less critical
in this respect and showed a remarkable consistency between
ECP and scalar relativistic all-electron calculation schemes.
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(19) Frenking, G.; Antes, I.; Böhme, M.; Dapprich, S.; Ehlers,
A. W.; Jonas, V.; Neuhaus, A.; Otto, M.; Stegmann, R.;
Veldkamp, A.; Vyboishchikov, S. F. ReV. Comp. Chem.
1996, 8, 63.

(20) van Lenthe, E.; Snijders, J. G.; Baerends, E. J. J. Chem.
Phys. 1993, 99, 4597.

(21) van Lenthe, E.; Baerends, E. J.; Snijders, J. G. J. Chem.
Phys. 1994, 101, 9783.

(22) van Lenthe, E.; Snijders, J. G.; Baerends, E. J. J. Chem.
Phys. 1996, 105, 6505.
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Abstract: The appearance of a reaction profile or potential energy surface (PES) associated
with the reaction path (defined as the path of steepest descent from the saddle point) depends
on the choice of reaction coordinate onto which the intrinsic reaction coordinate is projected.
This provides one with the freedom, but also the problem, of choosing the optimal perspective
(i.e., the optimal reaction coordinate) for revealing what is essential for understanding the reaction.
Here, we address this issue by analyzing a number of different reaction coordinates for the
same set of model reactions, namely, prototypical oxidative addition reactions of C-X bonds to
palladium. We show how different choices affect the appearance of the PES, and we discuss
which qualities make a particular reaction coordinate most suitable for comparing and analyzing
the reactions. Furthermore, we show how the transition vector (i.e., the normal mode associated
with a negative force constant that leads from the saddle point to the steepest descent paths)
can serve as a useful and computationally much more efficient approximation (designated TV-
IRC) for full IRC computations, in the decisive region around the transition state.

1. Introduction

The terms “reaction profile” or “potential energy surface”
are habitually used when chemical reactions are discussed.
The first step toward understanding a reaction mechanism
is locating the stationary points on the system’s potential
energy surface (PES).1 On the entire PES, three stationary
points are required to characterize the core reactivity
parameters of a typical reaction, namely, the reactants,
transition state (TS), and products. These stationary points
provide one with the reaction energy and the activation
barrier.

For a deeper understanding of the reaction, it is desirable
to find connecting pathways between these points on the PES.
This enables one to examine how exactly the reactants
transform into the TS and then into the products. A reaction
path is also an important ingredient, for example, in the
extended activation strain model in which trends in activation

barriers are described and understood in terms of how the
original reactants affect each other along such a path.2,3

The most common approach is finding the intrinsic
reaction path (IRP) between a saddle point (transition state)
and the minimum in an adjacent valley (reactants or products)
on the PES. This path is defined as the path of steepest
descent from the TS to the minima and is found, in mass-
weighted Cartesian coordinates, through intrinsic reaction
coordinate (IRC) calculations.4–7 The IRP has been success-
fully used in many studies as the reaction path.8 The reaction
profile or PES of the reaction can now be obtained, for
example, by plotting the system’s energy as a function of
the IRC. Now that IRC calculations for larger systems
become feasible, analysis of the IRP becomes an ever
increasingly important topic.9

Once the reaction path (i.e., path of steepest descent) has
been computed, we can in principle plot the energy along
this path. This yields the reaction profile or PES of the
reaction. However, the appearance of a reaction profile or
PES associated with the reaction path depends on the choice
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of reaction coordinate onto which the IRC, which defines
the reaction path, is projected. This provides one with the
freedom, but also the problem, of choosing the optimal
perspective, that is, the optimal reaction coordinate, for
revealing what is essential for understanding the reaction.
The reaction coordinate is a means for a chemist to refer to
the extent of progress of a reaction using one parameter. This
may be chosen on intuitive grounds, and often it is not even
explicitly quantified but used in a qualitative fashion. In
computational studies, still, the IRC itself features as the
reaction coordinate for plotting the energy or other properties
of a system along the IRP. Indeed, the IRC is a well-defined
and quantitative choice of a reaction coordinate since it
precisely defines all geometrical changes along the IRP.
However, the IRC does not discriminate between those
deformations that constitute the core geometrical transforma-
tion associated with the reaction and other changes in
geometry that may be large but not critical. Furthermore,
the IRC is multidimensional in terms of simple geometry
parameters and therefore less transparent.

In the present paper, prompted by earlier investigations
on reactivity,2,3,10,11 we address the issue of how to choose
the reaction coordinate such that it is optimal for monitoring
and recognizing those events and phenomena that determine
a reaction, in particular the barrier height. Note, once more,
the difference between the reaction path (i.e., the uniquely
defined IRP from an IRC calculation) and the reaction
coordinate, which serves to optimally represent properties
along the reaction path, such as the energy (i.e., the reaction
profile). Here, we elaborate on the issue of how this reaction
coordinate is to be chosen. In practice, understanding
differences between reactions (e.g., trends in barriers) is even
more important, and a clever choice of reaction coordinate
is key to understanding the observed differences between
these reactions. Here, we anticipate that indeed certain
choices of reaction coordinates reveal features that are
associated with critical moments along the IRP, while others
hide them.

Thus, we have investigated and compared the IRPs of four
series of organic and organometallic reactions: (i) the
oxidative addition of the C-C bonds of ethane, propane,
methylpropane, and dimethylpropane to palladium via direct
oxidative insertion (OxIn); (ii) the oxidative addition of the
methane C-H, chloromethane C-Cl, fluoromethane C-F,
and silane Si-H bonds to palladium via the OxIn mecha-
nism; (iii) the oxidative addition of the methane C-H,
chloromethane C-Cl, and silane Si-H bonds via an alterna-
tive SN2-type pathway; (iv) nucleophilic substitution of Cl-

with chloromethane and with chloroethane. This is done
through IRC calculations with the Amsterdam Density
Functional (ADF) program, using density functional theory
at BLYP/TZ2P.12,13

Furthermore, we have explored the validity of the so-called
transition-vector approximation to the intrinsic reaction
coordinate (TV-IRC). The TV-IRC approximation consists
of using the transition vector (i.e., the one and only normal
mode with a negative eigenvalue that characterizes the
transition state) instead of the full IRC in the region “before
and after” the transition state. The TV-IRC approximation

leads to an enormous reduction in computational cost of
analyses along the IRP, in particular for larger, more realistic
model reactions. But, of course, its validity depends on how
well and, in particular, over which range the transition vector
is really a good approximation to the IRC. We discuss both
successful applications as well as situations that lead to a
breakdown of the TV-IRC approximation.

2. Computational Details

The IRPs were generated through IRC calculations, with the
ADF program.12,13 The BLYP14 functional was used in
combination with a TZ2P basis set. The latter is of triple-�
quality and has been augmented with two sets of polarization
functions: 2p and 3d on hydrogen; 3d and 4f on carbon,
chlorine, oxygen, fluorine, and phosphorus; and 5p and 4f
on palladium.15 The core shells of carbon (1s), fluorine (1s),
chlorine (up to 2p), silicon (up to 2p), and palladium (up to
3d) were treated by the frozen-core approximation.15 Scalar
relativistic effects were taken into account by the zeroth-
order regular approximation.16 This approach has been shown
to give accurate results for the systems under consideration.17

The reaction profiles, and analysis thereof, were generated
using the PyFrag program.18

The IRC is constituted by the trajectory in mass-weighted
coordinates, orthogonal to the equipotential contours of a
PES, that connects two energy minima through a common
TS from which it slopes downward along the steepest descent
lines in 3N - 6 configurational space (N ) number of
atoms).5 The IRC method in ADF is based on the work by
Fukui5 and has been implemented in the ADF package by
Deng and Ziegler4 using mass-weighted coordinates and the
constrained search method of Gonzalez and Schlegel.6 In
Cartesian coordinates, the mass-weighted coordinates are
defined for each atom A as XA ) mA

1/2xA, YA ) mA
1/2yA,

and ZA ) mA
1/2zA with xA, yA, and zA the nonmass-weighted

Cartesian coordinates.
The electron density distribution is analyzed using the

Voronoi deformation density (VDD) method.19 The VDD
charge QA is computed as the (numerical) integral of the
deformation density ∆F(r) ) F(r) - ∑B FB(r) associated with
the formation of the molecule from its atoms in the volume
of the Voronoi cell of atom A (eq 1). The Voronoi cell of
atom A is defined as the compartment of space bounded by
the bond midplanes on and perpendicular to all bond axes
between nucleus A and its neighboring nuclei.

QA ) ∫
Voronoi-cell-A

[F(r)-∑ B
FB(r)] dr (1)

Here, F(r) is the electron density of the molecule and ∑B

FB(r) the superposition of atomic densities FB of a fictitious
promolecule without chemical interactions that is associated
with the situation in which all atoms are neutral. The
interpretation of the VDD charge QA is rather straightforward
and transparent. Instead of measuring the amount of charge
associated with a particular atom A, QA directly monitors
how much charge flows, due to chemical interactions, out
of (QA > 0) or into (QA < 0) the Voronoi cell of atom A,
that is, the region of space that is closer to nucleus A than
to any other nucleus.
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3. Choosing a Suitable Reaction Coordinate

To illustrate our thoughts, we will use four very similar
varieties of an oxidative insertion reaction. Starting off with
the oxidative insertion of palladium into the C-C bond of
ethane, we consider the reactions where the hydrogens on
one side of ethane are subsequently substituted by methyl
groups. We thereby get a series of oxidative insertions of
palladium into the C-C bonds of ethane, propane, methyl-
propane, and dimethylpropane. These reactions proceed from
a reaction complex (RC) at ca. -6 kcal/mol relative to
reactants, via a TS at around 20 up to some 30 kcal/mol
depending on the alkane, toward the product (P) at ca. -10
kcal/mol (see Scheme 1). In terms of geometrical changes,
this reaction is in the first place defined by the breaking of
the C-C bond into which the metal inserts, as can be seen
in Scheme 1.

In the following, we examine three perspectives on the
reaction profiles that differ in the choice of the reaction
coordinate onto which the IRC has been projected (see Figure
1): (a) the IRC itself and (b, c) two different projections of
the IRC on simple geometry parameters. In all cases, the
reaction profiles run from the reactant complex at the left to
the product at the right.

In Figure 1a the reaction profiles are plotted as functions
of the IRC itself as the reaction coordinate. Note that we
display the progress of the reaction relative to the RC and
not, as is often done, relative to the transition state, which
technically is the starting point of an IRC calculation. The
reason is that, for our purposes, namely, understanding the
progress of a reaction and the height of the barrier in terms
of the reactants, it is essential to take these reactants or the
precursor complex as the point of reference. For complete-
ness, we show all IRC graphs with the TS in the center in
the Supporting Information. The IRC is the accumulative
distance between the IRC points in mass-weighted Cartesian
coordinates (see section 2). Note that the reaction profiles
based on the IRC as the reaction coordinate vary rather
chaotically from one reaction to the other. This behavior can
be explained by the geometry changes along the reaction
path. For example, in the case of propane, the TS peak is
shifted toward the product side, that is, to a higher value of
the reaction coordinate. The origin of this apparent “ir-
regularity” is that one methyl group rotates freely over large
parts of the reaction, thus creating a large coordinate distance
in the IRC while influencing the total energy only very little.
This can be seen in Scheme 2, which shows snapshots along
the IRC of the reaction system starting from the RC until
just before the TS is reached. This also illustrates the main
problem: the IRC traces all movement of all of the nuclei in

the reaction whether this is intrinsic to the actual process of
bond breaking and insertion or just a derivative of the latter.
Although there is some information to be gathered from these
graphs, they are not really suitable to catch (the trends in)
the essence of the various reactions. A more detailed
discussion of this issue can be found in ref 20.

Next, in our quest for reaction coordinates that uncover
the systematic trends in the oxidative insertion process, we
examine projections of the IRC onto simple geometry
parameters. We recall that the reaction coordinate should
have significant amplitude in (and correlate with) the IRC-

Scheme 1. Stationary Points in the Oxidative Insertion of
Pd + Ethane

Figure 1. Comparison of three reaction coordinates for
representing the PES of the oxidative insertion (OxIn) of Pd
into the central C-C bond of ethane (black, eth), propane
(blue, prop), methylpropane (red, mp), and dimethylpropane
(green, dmp): (a) IRC distance (mass-weighted au) starting
from the reactant complex, (b) bond angle C-Pd-C (in deg),
(c) C-C bond stretch relative to substrate (in Å).

922 J. Chem. Theory Comput., Vol. 4, No. 6, 2008 van Zeist et al.



defined reaction path, such that it is a reliable measure of
the progress of the reaction. Also, the reaction coordinate
should provide us with insight into when and how the
underlying features in the electronic structure (e.g., metal-
substrate donation and backdonation orbital interactions) are
active and decisive in determining the shape of the PES, in
particular, the geometry of the TS and its energy. To this
end, it is best to examine reaction profiles obtained with
various choices of reaction coordinates which, in ADF
2007.01,12 can be straightforwardly done with the ADFmovie
tool. It can also be instructive to plot various geometrical
parameters against each other. This can give nice insight into
how the various geometrical features play a role, compared
to each other, along the reaction path.

Two geometry parameters emerge as good candidates for
a reaction coordinate: (i) the C-Pd-C angle, which increases
as palladium approaches and the C-C bond expands, and
(ii) (the stretch in) the C-C distance. This is of course not
entirely unexpected in view of the fact that (i) the C-C bond
breaking is an essential geometrical deformation which
defines the oxidative insertion reaction and (ii) the C-Pd-C
angle strongly correlates with the C-C distance on a large
part of the reaction path.

Figure 1b shows the reaction profile as a function of the
C-Pd-C angle as the reaction coordinate. It is immediately
clear that the resulting reaction profiles (Figure 1b) behave
much more systematically than in the previous representation
(Figure 1a). From ethane to propane to methylpropane, there
is a systematic and gradual change in the reaction profiles:
they all start more or less at the same point but become higher
in energy along this series. Furthermore, the TS shifts
stepwise to the right, that is, to the product side. But the
reaction profile for dimethylpropane is different, in particular
at lower bond angles or, in other words, near the reactant
complex. This is because palladium coordinates in a η3

manner to the C-H bonds of three different methyl groups
of dimethylpropane, as compared to the η2 coordination with
ethane (see Scheme 3), such that it is from the beginning
closer to the C-C bond into which it inserts. Therefore, it
has to reorient (and “travel”) less in order to reach the TS,
as can be seen in IRC movies (not shown) and also in the
reaction profile based directly on the IRC as the reaction
coordinate (see Figure 1a). The C-Pd-C bond angle is a
reaction coordinate that magnifies differences in the reactant-
complex region, that is, in early stages of the reaction. The
height of the barrier is however determined beyond the RC,
at a more advanced stage of the reaction.2,3

Figure 1c shows the reaction profile as a function of the
C-C bond stretch (relative to the reactants) as the reaction
coordinate. The reaction profiles vary very systematically

from one reaction to another. Now, they all start at the same
point (in the reactants, the C-C bond is not yet stretched),
and there is both a systematic increase in barrier height and
a systematic shift to the right of the transition states. The
systematic increase in energy and position along the C-C
reaction coordinate is intimately connected with how the
strain energy of the substrate varies and how the bonding
capabilities of the substrate with the metal evolve. This has
been previously pointed out in an activation strain analysis
of C-H and C-C bond activation.3 This explains the very
systematic and smooth change in reaction profiles along the
four reactions. A more detailed examination of the geo-
metrical changes along the C-C reaction coordinate shows
that this reaction coordinate magnifies the region along the
IRC reaction path where the TS is located, that is, where
the height of the barrier is determined, whereas the very early
stage near the RC is more compressed. This is due to the
fact that, during the first part of the reaction, the C-C bond
does not change much, while the geometry of the reactant
complex can change significantly due to migration of the
metal from the optimal coordination site toward the point
where it starts to insert into the C-C bond.

Next, we compare the oxidative insertion reactions of
palladium into the C-H, C-C, C-F, and C-Cl bonds in
methane, ethane, fluoromethane, and chloromethane, respec-
tively.3 The resulting PESs are again displayed as a function
of the IRC as well as projections thereof onto the C-Pd-X
angle and onto the C-X bond stretch relative to the reactant
complex (see Figure 2). In addition, to the energy of the
reaction system (i.e., the PES), we plot here also the VDD
atomic charge of palladium and the population of the
substrate’s C-X antibonding σ*C-X acceptor orbital that
becomes occupied in the course of the reaction.

The two main features in the metal-substrate bonding
mechanism are, as has been briefly mentioned above, (i) the
backdonation of charge from the palladium 4d orbital into
the σ*C-X antibonding orbital of the C-X bond that is being
broken and (ii) the donation of the σC-X orbital into the 5s
orbital of palladium. Charge transfer and orbital populations
are consequently quantities that are associated with the extent
of progress of the oxidative-insertion reaction on the level
of the electronic structure. The increasing population of the
antibonding orbital shows in essence the bond-breaking
process. All of these quantities are in the first place dependent
on the (stretch in) C-X distance in the substrate. This is
nicely illustrated in Figure 2, which shows plots of palladium
VDD atomic charges19 and σ*C-X antibonding orbital
populations for each of the reaction coordinates. It is easily

Scheme 2. Snapshots along the IRC of the Oxidative
Insertion of Pd + Propane, from the RC till just before the
TS

Scheme 3. η2 and η3 Coordination in Reactant Complexes
of Pd + Ethane (left) and Pd + Dimethylpropane (right)
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seen that the C-X bond stretch allows us to represent the
bond breaking process in the most smooth and consistent
manner (see Figure 2g-i). Choosing the IRC on the x axis
again leads to more chaotic variation along the different C-X
bonds because the progress of the reaction, that is, the way
in which the energy, atomic charge, and orbital population
change, is directly linked to the C-X stretch and not to all
of the other geometry parameters that contribute to the IRC
(see Figure 2a-c). The C-Pd-X bond angle yields again a
more smooth description (see Figure 2d-f), but the system-
atics of the bonding mechanisms underlying the reaction in
progress come out best in the plots that are based on the
C-X stretch.

Furthermore, the C-X bond stretch is the main (but not
the only!) determinant for the strain energy ∆EStrain(�) of the,
along the reaction path, increasingly deformed substrate,
which together with the metal-substrate interaction ∆Eint(�)
determines the reaction profile or potential energy surface
∆E(�) ) ∆EStrain(�) + ∆Eint(�) along the reaction coordinate
� (cf. activation strain model, refs 2 and 3). Thus, the C-X
stretch emerges as the optimal choice for representing the
reaction profile and underlying features in the electronic
structure for oxidative insertion reactions.

In the next example, we compare the oxidative addition
of the methane C-H and chloromethane C-Cl bonds, each
via two competing reaction mechanisms: direct OxIn and
an alternative SN2 mechanism (see Figure 3).3,11 The SN2

mechanism of Pd + CH4 actually leads to the dehydroge-
nation of methane and yields molecular hydrogen plus a
palladium-carbene complex (see Scheme 4). In the case of
Pd + CH3Cl, the actual substitution process is followed
directly (i.e., without the occurrence of an intermediate SN2
product complex) by a rearrangement of the expelled chloride
leaving group toward the palladium atom to which it
eventually coordinates (see also the snapshots in Figure 5d).
The TS of the overall process occurs in the second stage,
that is, during the migration of Cl- toward Pd. Here, we see
that both the IRC and the C-Pd-X bond angle yield a
relatively disorderly picture in which no clear trends become
apparent (see Figure 3). The C-X bond stretch, on the other
hand, results in a more systematic appearance of the reaction
profiles as well as the atomic charge and orbital population
analyses (see Figure 3). The latter two show again that this
reaction coordinate captures the essence of the reactions,
namely, activation and rupture of the C-X bond through its
reduction (i.e., through population of the σ*C-X orbital of
the substrate). Note that this holds in particular also for the
SN2 pathway. An interesting phenomenon that occurs in the
case of the SN2 processes at CH3Cl is the curling back of
the curves near the end, that is, to the right in the
representation as a function of the C-X stretch (see Figure
3g-i). This is a reflection of the fact that after the TS has
been passed the SN2-rearrangement pathway merges into the
OxIn pathway. This is accompanied by a reduction of the

Figure 2. Comparison of three reaction coordinates for representing the PES and other properties of the oxidative insertion
(OxIn) of Pd into the methane C-H (black), ethane C-C (blue), fluoromethane C-F (green), and chloromethane C-Cl bonds
(red): (a, b, c) IRC distance (mass-weighted au) starting from the reactant complex, (d, e, f) bond angle C-Pd-X (in deg), and
(g, h, i) C-X bond stretch relative to substrate (in Å). The plots show (a, d, g) the PES, (b, e, h) the population of the C-X σ*
antibonding LUMO, and (c, f, i) the VDD charge of the Pd atom.
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C-Cl distance during the migration of the Cl- leaving group
(i.e., the curling back). Note that, after the migration stage
is finished, the curve of the SN2 pathway is superimposed
on that of the OxIn pathway. The sudden increase of the
σ*C-X orbital population takes places around the transition
state point, where the C-Cl bond is also formally, that is,
electronically, broken in the sense that we have a configu-
ration switch toward a reduced C-Cl bond. For a detailed
analysis of these curves, see ref 3.

Finally, we compare the activation of the methane C-H
and silane Si-H bonds, again for each bond via the two
competing OxIn and SN2 pathways.8 As noted in the
previous example, the SN2 reaction of Pd + CH4 leads to
the dehydrogenation of methane (see Scheme 4). The
oxidative insertion proceeds without a barrier for Pd +
SiH4. Therefore, in this case, the IRC computations were
started from an artificial reactant complex in which Pd
coordinates end-on to a Si-H bond yielding a C3V

symmetric species Pd · · ·H-SiH3. This species is a second-
order saddle point with two degenerate imaginary frequen-
cies, both corresponding to a mode that leads to the OxIn
product. Thus, the overall SN2 reaction proceeds from the
reactants, via the product of OxIn that plays the role of a
precursor complex, toward an SN2-type TS that, just as
in the case of methane, eventually leads to dehydrogena-
tion (see Scheme 4). Figure 4 shows the reaction profiles
corresponding to the four pathways plotted as a function
of the IRC, A-Pd-H angle, and A-H stretch. Similar to
previous series of reactions, trends come out in the most
systematic manner if PESs are plotted as a function of
the A-H stretch. Activation strain analyses have shown
that the higher energies of the reaction profiles involving
methane are, among others, due to the fact that dissociating
the C-H bond is inherently connected with a higher strain
because this bond is stronger than the Si-H bond.8

Figure 3. Comparison of three reaction coordinates for representing the PES and other properties of the oxidative insertion
(OxIn) of Pd into methane C-H (black) and chloromethane C-Cl (green) as well as oxidative addition via SN2 substitution of Pd
with methane C-H (blue) and chloromethane C-Cl bonds (red): (a, b, c) IRC distance (mass-weighted au) starting from the
reactant complex, (d, e, f) bond angle C-Pd-X (in deg), and (g, h, i) C-X bond stretch relative to the substrate (in Å). The plots
show (a, d, g) the PES, (b, e, h) the population of the C-X σ* antibonding LUMO, and (c, f, i) the VDD charge of the Pd atom.

Scheme 4. Stationary Points in the Pd-Induced
Dehydrogenation of CH4 (upper) and SiH4 (lower)
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4. Transition Vector as Approximation to
IRC

Vibrational analysis reveals that C-C stretching also has a
large amplitude in the transition vector of our oxidative
insertion reactions, that is, the normal mode associated with
a negative force constant that leads from the saddle point to
the steepest descent paths. Thus, for very large model
reaction systems for which IRC calculations become pro-
hibitively expensive (or just impossible), following the path
defined by the TV may be used as an approximation of that
IRC in the region “around the TS”. In fact, we find that the
TV path approximates the IRC path very well over a

sufficiently long interval to be useful for representing and
analyzing the reaction profile of our oxidative insertion
reactions. Numerical experiments shows that the reaction
profile of oxidative insertion reactions (as a function of the
C-C stretch and the C-Pd-C angle as the reaction
coordinates) generated on the basis of the TV essentially
coincides with that generated on the basis of the full IRC
over an interval of about 0.5 Å of the C-C reaction
coordinate around the TS (see Figure 5a and b). We designate
this procedure as the TV-IRC approximation. Since TV-IRC
calculations typically require around 10 single-point calcula-
tions only, the computational cost is dramatically decreased
as compared to the corresponding partial IRC (let alone a
full IRC), which would then require several constrained
geometry optimizations in a stage of the reaction that goes
with relatively strong structural reorganization on a shallow
saddle region of the PES.

Interestingly, the TV-IRC reaction profile agrees over a
longer interval with the IRC reaction profile if it is
represented as a function of the C-C stretch (agreement over
roughly one-third of the entire reaction interval!) than if it
is represented as a function of the C-Pd-C angle (agreement
over roughly one-fifth of the entire reaction interval, compare
part a of Figure 5 with part b). This is consistent with the
fact that the C-C stretch plays a more important role near
the TS and that the reaction profile as a function of this
reaction coordinate zooms in on the region around the TS.

We have also tested the TV-IRC approximation for other
classes of reactions. In Figure 5c, we show the reaction
profiles for the SN2 reactions of Cl- + CH3Cl and Cl- +
CH3CH2Cl as functions of the C-Cl (i.e., carbon-leaving
group) stretch. Again, the TV-IRC-based reaction profiles
coincide with the IRC-based ones over a range of some 0.5
Å of the reaction coordinate, that is, roughly one-third of
the entire reaction interval.

Finally, we also wish to stress the situations in which the
TV-IRC approximation breaks down. This happens whenever
the character of the geometrical deformations changes
quickly or drastically along the reaction path. Typically, this
happens when different elementary steps merge into one
reaction step. An example is the alternative SN2 mechanism
for the oxidative addition of Pd + CH3Cl. For the oxidative
insertion mechanism, as can be seen in Figure 5d, the TV-
IRC-based reaction profile again nicely coincides with the
IRC-based one. At variance, for the alternative SN2 mech-
anism, the TV-IRC-based reaction profile is valid only in
very narrow interval around the TS. The reason is that the
TV is mainly the migratory movement of the expelled
chloride leaving group that is hydrogen-bonding to one of
the C-H bonds.3 But just before this TS, there is a real SN2
stage in which the IRC has a large component of the
characteristic Pd-C-Cl asymmetric stretch in combination
with the methyl umbrella mode, while directly after the TS,
the SN2 reaction path merges into the regular oxidative
insertion path.

5. Conclusions

The appearance of a reaction profile associated with the
reaction path (defined as the path of steepest descent from

Figure 4. Comparison of three reaction coordinates for
representing the PES of the oxidative insertion (OxIn) of Pd
into the methane C-H (black) and silane Si-H (red) as well
as the SN2-type reactions of Pd with the methane C-H (blue)
and silane Si-H bonds (green): (a) IRC distance (mass-
weighted au) starting from the reactant complex, (b) bond
angle C-Pd-X (in deg), and (c) C-X bond stretch relative
to the substrate (in Å). See Scheme 4 for snapshots of
stationary points.
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the saddle point) depends on the choice of reaction
coordinate onto which the IRC is projected. Here, we have
shown that the choice of reaction coordinate is critical
for zooming in on the important stage of the reaction and
for revealing the origin of trends along series of reactions.
Some criteria for a good reaction coordinate are (i) a large
amplitude in coordinates that define the overall reaction,
for example, the C-X bond into which a metal oxidatively
inserts, (ii) a large amplitude in the transition vector, that
is, the normal mode associated with a negative force
constant that leads from the TS to the steepest descent
paths, and (iii) preservation of this amplitude over a
sufficiently long interval along the reaction path before
and after the TS.

Furthermore, we have shown that the transition vector can
serve as a useful and computationally much more efficient
approximation (designated TV-IRC approximation) for full
IRC computations if condition iii is satisfied. We are planning
to use this approximation for extended activation-strain
analyses3 of computationally demanding oxidative addition
reactions (large substrates and catalyst complexes) through
direct insertion of the metal center into the activated bond.
We have also shown that the TV-IRC approximation breaks
down and can thus not be used for the competing SN2

pathway of oxidative addition because here condition iii is
not satisfied.
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coordinate, and (d) oxidative insertion versus the SN2 mechanism for oxidative addition of Pd + CH3Cl (note the breakdown of
the TV-IRC approximation in the case of the latter SN2 mechanism; see text).
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Abstract: We have computed consistent benchmark potential energy surfaces (PESs) for the
anti-E2, syn-E2, and SN2 pathways of X- + CH3CH2X with X ) F and Cl. This benchmark has
been used to evaluate the performance of 31 popular density functionals, covering local-density
approximation, generalized gradient approximation (GGA), meta-GGA, and hybrid density-
functional theory (DFT). The ab initio benchmark has been obtained by exploring the PESs
using a hierarchical series of ab initio methods [up to CCSD(T)] in combination with a hierarchical
series of Gaussian-type basis sets (up to aug-cc-pVQZ). Our best CCSD(T) estimates show
that the overall barriers for the various pathways increase in the order anti-E2 (X ) F) < SN2
(X ) F) < SN2 (X ) Cl) ∼ syn-E2 (X ) F) < anti-E2 (X ) Cl) < syn-E2 (X ) Cl). Thus, anti-E2
dominates for F- + CH3CH2F, and SN2 dominates for Cl- + CH3CH2Cl, while syn-E2 is in all
cases the least favorable pathway. Best overall agreement with our ab initio benchmark is
obtained by representatives from each of the three categories of functionals, GGA, meta-GGA,
and hybrid DFT, with mean absolute errors in, for example, central barriers of 4.3 (OPBE), 2.2
(M06-L), and 2.0 kcal/mol (M06), respectively. Importantly, the hybrid functional BHandH and
the meta-GGA M06-L yield incorrect trends and qualitative features of the PESs (in particular,
an erroneous preference for SN2 over the anti-E2 in the case of F- + CH3CH2F) even though
they are among the best functionals as measured by their small mean absolute errors of 3.3
and 2.2 kcal/mol in reaction barriers. OLYP and B3LYP have somewhat higher mean absolute
errors in central barriers (5.6 and 4.8 kcal/mol, respectively), but the error distribution is somewhat
more uniform, and as a consequence, the correct trends are reproduced.

1. Introduction

Base-induced elimination (E2) and nucleophilic substitution
(SN2) constitute two fundamental types of chemical reactions
that play an important role in organic synthesis.1 E2
elimination is, in principle, always in competition with SN2
substitution, and the two pathways may occur as unwanted
side reactions of each other (see Scheme 1). Gas-phase

experiments have enabled the study of the intrinsic reactivity
of reaction systems without the interference of solvent
molecules. The resulting insights, in turn, can also shed light
on the nature of the E2 and SN2 reactions in solution, in
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Scheme 1. E2 and SN2 Reactions
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particular the effect of the solvent, by comparing the gas-
phase2 results with those of condensed-phase3 experiments.
The various experimental investigations have over the years
been augmented by an increasing number of theoretical
studies, which provide a detailed description of the stationary
points and the potential energy surfaces (PESs) that determine
the feasibility of the various competing E2 and SN2 reaction
channels.4

The purpose of the present study is 2-fold. First, we wish
to obtain reliable benchmarks for the PESs of the E2 and
SN2 reactions of F- + CH3CH2F as well as Cl- + CH3CH2Cl
(see reactions 1 and 2 in Scheme 2). Note that E2 elimina-
tions can in principle proceed via two stereochemical,
different pathways, namely, with the base and the �-proton
anti- (anti-E2) and syn-periplanar (syn-E2) with respect to
the leaving group (compare reactions a and b, respectively,
in Scheme 2). This is done by exploring for both reaction
systems the PESs of each of the three reaction mechanisms
with a hierarchical series of ab initio methods [HF, MP2,
MP4, CCSD, and CCSD(T)] in combination with a hierar-
chical series of Gaussian-type basis sets of increasing
flexibility [up to quadruple-� + diffuse functions for reactions
involving F and up to (triple+d)-� + diffuse functions for
reactions involving Cl]. Our purpose is to provide a consistent
set of ab initio PES data for accurately estimating trends
associated with going from F- + CH3CH2F to Cl- +
CH3CH2Cl as well as along anti-E2, syn-E2, and SN2
pathways.

A second purpose is to evaluate and validate the perfor-
mance of several popular density functionals for describing
the above elimination and nucleophilic substitution reactions
(see Scheme 2) against our ab initio benchmark PESs for
the six model reactions. Although the ab initio approach is
satisfactory in terms of accuracy and reliability, it is at the
same time prohibitively expensive if one wishes to study
more realistic model reactions involving larger nucleophiles
and substrates. Thus, a survey of density functionals serves
to validate one or more of these density functional theory
(DFT) approaches as a computationally more efficient
alternative to high-level ab initio theory in future investiga-
tions. A general concern associated with the application of
DFT to the investigation of chemical reactions is its notorious
tendency to underestimate activation energies.5 Thus, we

arrive at a ranking of density functional approaches in terms
of the accuracy with which they describe the PES of our
model reaction, in particular, the activation energy. We focus
on the overall activation energy, that is, the difference in
energy between the TS and the separate reactants,6 as well
as the central barrier, that is, the difference in energy between
the TS and the reactant complex. Previous studies have
shown that SN2 reaction profiles obtained with OLYP and
B3LYP agree satisfactorily with highly correlated ab initio
benchmarks.5c,7 Merrill et al.4g have shown that B3LYP in
combination with the aug-cc-pVDZ basis set performs
reasonably well for the E2 and SN2 reactions of F- +
CH3CH2F with deviations from G2+ of up to 3.5 kcal/mol
but that it fails in locating the transition state associated with
the anti-E2 elimination. Guner et al.7g have also shown that
OLYP and O3LYP give comparable results to B3LYP and
that these functionals work well for organic reactions. Very
recently, Truhlar and co-worker7h have carried out an
exhaustive performance analysis of various density func-
tionals for describing barrier heights which shows that, for
closed-shell SN2 reactions, M06 and M06-2X perform best,
followed by PBEh and M05-2X. B3LYP is also found to
work reasonably well.

2. Methods

2.1. DFT Geometries and Potential Energy Surfaces.
All DFT calculations were done with the Amsterdam Density
Functional (ADF) program developed by Baerends and
others.8 Geometry optimizations have been carried out with
the OLYP9 density functional, which yields robust and
accurate geometries.7a This density functional was used in
combination with the TZ2P basis set, in which the molecular
orbitals were expanded in a large uncontracted set of Slater-
type orbitals (STOs) containing diffuse functions, and is of
triple-� quality, being augmented with two sets of polariza-
tion functions: 2p and 3d on hydrogen and 3d and 4f on
carbon, fluorine, and chlorine. The core shells of carbon (1s),
fluorine (1s), and chlorine (1s2s2p) were treated by the
frozen-core approximation.8b,10 An auxiliary set of s, p, d,
f, and g STOs was used to fit the molecular density and to
represent the Coulomb and exchange potentials accurately
in each self-consistent field (SCF) cycle. All stationary points

Scheme 2. E2 and SN2 Pathways for X- + CH3CH2X
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were confirmed to be equilibrium structures (no imaginary
frequencies) or a transition state11 (one imaginary frequency)
through vibrational analysis.12

In addition, based on OLYP/TZ2P geometries, we have
computed the relative energies of stationary points along the
PES for several density functionals: the local-density ap-
proximation (LDA) functional VWN;13 the generalized
gradientapproximation(GGA)functionalsBP86,14BLYP,9b,14a

PW91,15 PBE,16 RPBE,17 revPBE,18 FT97,19 HCTH/93,20

HCTH/120,21 HCTH/147,21 HCTH/407,22 BOP,14a,23 and
OPBE;9a,16 the meta-GGA functionals PKZB,24 VS98,25

BLAP3,26 OLAP3,9a,26 TPSS,27 and M06-L;28 and the hybrid
functionals B3LYP,9b,29 O3LYP,30 KMLYP,31 BHandH,32

mPBE0KCIS,33 mPW1K,34 M05,35 M05-2X,36 M06,7h,37 and
M06-2X.7h,37 For technical reasons (i.e., frozen-core ap-
proximation and potentials in ADF are not available for all
functionals), the energies obtained with these functionals
were computed with an all-electron TZ2P basis set (ae-TZ2P)
and in a post-SCF manner, that is, using the electron density
obtained at OLYP/ae-TZ2P. This approximation has been
extensively tested and has been shown to introduce an error
in the computed energies of only a few tenths of a kilocalorie
per mole.38

2.2. Ab Initio Potential Energy Surfaces. On the basis
of the OLYP/TZ2P geometries, energies of the stationary
points were computed in a series of single-point calculations
with the program package Gaussian39 using the following
hierarchy of quantum chemical methods: Hartree-Fock
(HF), Møller-Plesset perturbation theory40 through the
second order (MP2) and fourth order (MP4),41 and couple-
cluster theory42 with single and double excitations (CCSD)43

and triple excitations treated perturbatively [CCSD(T)].44 At
each level of theory, we used Dunning’s45 augmented
correlation consistent polarized valence basis sets of double-,
triple-, and quadruple-� quality, that is, aug-cc-pVDZ, aug-
cc-pVTZ, and aug-cc-pVQZ for the reactions involving F,
and the modified second-row basis sets aug-cc-pV(D+d)Z
and aug-cc-pV(T+d)Z for the reactions involving Cl (limita-
tions of our computational resources prevented us from
carrying out calculations with the aug-cc-pV(Q+d)Z basis
set for the latter reactions). Furthermore, using eq 7 of ref
46, we have extrapolated the CCSD(T) energies to the
complete basis set (CBS) values CBS-23 (i.e., based on aug-
cc-pVDZ and aug-cc-pVTZ values for reactions involving
F and aug-cc-pV(D+d)Z and aug-cc-pV(T+d)Z values for
reactions involving Cl) and CBS-34 (i.e., based on aug-cc-

Figure 1. Geometries (in Å, deg) of stationary points along the potential energy surfaces for the anti-E2, syn-E2, and SN2
reactions of F- + CH3CH2F (reaction 1), computed at OLYP/TZ2P.
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pVTZ and aug-cc-pVQZ values, only for the reactions
involving F).

3. Results and Discussion

3.1. Geometries of Stationary Points and Reaction
Paths. First, we examine the geometries of stationary points
along the reaction coordinate of anti-E2, syn-E2, and SN2
reactions of F- + CH3CH2F and Cl- + CH3CH2Cl. Previous
studies have shown that the GGA functional OLYP is
numerically robust and agrees well with available experi-
mental and CCSD(T) geometries.7a Therefore, we choose
OLYP in combination with the TZ2P basis set, to compute
the geometries of the stationary points of our model reactions
1 and 2 (see Scheme 2). The resulting geometry parameters
are collected in Figures 1 and 2, respectively (for full
structural details, see Cartesian coordinates in Table S1 of
the Supporting Information).

For both F- + CH3CH2F and Cl- + CH3CH2Cl, the anti-
E2, syn-E2, and SN2 reactions proceed from the reactants

via formation of a reactant complex (RC) toward the
transition state (TS) and, finally, a product complex (PC).
In the anti-E2 reactant complex, the base X- binds to the
C�-H bond that is anti to CR-X with X--H� distances of
1.616 and 2.841 Å in 1aRC and 2aRC, respectively (see
Figures 1 and 2). The C�-H bond that participates in the
hydrogen bond with the halide anion expands by 0.062 Å in
1aRC (from 1.096 to 1.158 Å) and only very slightly, that
is, by 0.001 Å, in 2aRC (from 1.097 to 1.098) if compared
to the isolated substrates CH3CH2F and CH3CH2Cl, respec-
tively. In the anti-E2 transition states 1aTS and 2aTS, the
elongation of the C�-H bonds further increases to 0.921 and
0.499 Å, respectively, again relative to the isolated substrates.
The resulting product complexes 1aPC and 2aPC are
composed of three rigid fragments, the conjugate acid HX,
the olefin CH2CH2, and the leaving group X-, which may
eventually separate into products (1aP and 2aP).

The syn-E2 elimination proceeds only in the case of F-

+ CH3CH2F via a separate reactant complex 1bRC (see

Figure 2. Geometries (in Å, deg) of stationary points along the potential energy surfaces for the anti-E2, syn-E2, and SN2
reactions of Cl- + CH3CH2Cl (reaction 2), computed at OLYP/TZ2P.
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Figure 1). For Cl- + CH3CH2Cl, all three elementary
reactions (anti-E2, syn-E2, and SN2) go via one and the same
reactant complex, that is, 2aRC ) 2bRC ) 2cRC (see
Figure 2). In the syn-E2 transition states 1bTS and 2bTS,
the C�-H bonds are elongated by 0.798 and 0.312 Å and
are oriented syn with respect to the CR-X bond (see Figures
1 and 2). At variance with the anti-E2 pathway, the syn-E2
pathway leads to product complexes, 1bPC and 2bPC, that
are composed of two rigid fragments: the leaving group
microsolvated by the conjugate acid, XHX-, and the olefin,
CH2CH2. These product complexes are predestined to
dissociate into the products CH2CH2 + XHX- (1bP and
2bP).

SN2 substitution proceeds for both F- + CH3CH2F and
Cl- + CH3CH2Cl, from the same reactant complex as the
anti-E2 elimination (i.e., aRC ) cRC). But now, the halide

anion approaches to the backside of the R-methyl group of
the substrate, which leads to the SN2 transition states 1cTS
and 2cTS in which a new X-CR bond has been partially
formed while simultaneously the old CR-X bond has been
elongated (see Figures 1 and 2). Note that, in our symmetric
SN2 model reactions, the nucleophile-CR and CR-leaving-
group bonds are of the same length, namely, 1.906 and 2.437
Å in 1cTS and 2cTS (see Figures 1 and 2), and that the
product complexes and products are identical to the corre-
sponding reactant complexes and reactants.

3.2. Ab Initio Benchmark Potential Energy Surfaces.
On the basis of the above OLYP/TZ2P geometries, we have
computed our ab initio benchmark potential energy surfaces,
which are summarized as relative energies in Tables 1 and
2 for reactions 1 and 2, respectively. The extrapolated CBS
CCSD(T) values are also listed therein.

Table 1. Relative Energies (in kcal/mol) of Stationary Points along the Reaction Coordinate for the anti-E2, syn-E2, and SN2
Reactions of F- + CH3CH2F, Computed at Several Levels of the ab Initio Theory

anti-E2 syn-E2 SN2

method 1aRC 1aTS 1aPC 1aP 1bRC 1bTS 1bPC 1bP 1cRC 1cTS

aug-cc-pVDZ
HF -10.49 4.81 0.12 16.77 -7.62 18.08 -28.00 -23.55 -10.49 8.71
MP2 -15.23 -1.77 -6.90 15.96 -11.01 4.86 -33.50 -27.40 -15.23 1.03
MP4 -15.64 -1.44 -6.03 17.10 -11.49 5.00 -31.68 -25.30 -15.64 -2.74
CCSD -14.76 -0.30 -5.43 16.42 -10.92 8.38 -32.65 -26.70 -14.76 1.80
CCSD(T) -15.81 -2.03 -7.16 16.11 -11.71 5.16 -33.88 -27.53 -15.81 -1.06

aug-cc-pVTZ
HF -9.63 5.22 0.72 16.63 -7.05 18.42 -28.46 -24.25 -9.63 11.35
MP2 -14.69 -1.07 -6.06 16.48 -10.69 5.07 -33.81 -27.99 -14.69 3.56
MP4 -15.02 -0.88 -5.35 17.29 -11.08 5.05 -32.33 -26.27 -15.02 -0.20
CCSD -14.13 0.56 -4.47 17.01 -10.54 8.89 -32.96 -27.29 -14.13 4.58
CCSD(T) -15.17 -1.31 -6.28 16.51 -11.30 5.47 -34.30 -28.28 -15.17 1.56

CBSa

CCSD(T) -15.27 -1.19 -6.17 16.74 -11.37 5.46 -34.28 -28.29 -15.27 1.55

aug-cc-pVQZ
HF -9.58 5.12 0.57 16.31 -7.03 18.30 -28.43 -24.31 -9.58 11.50
MP2 -14.61 -1.25 -6.33 15.88 -10.60 4.93 -33.92 -28.30 -14.61 3.81
CCSD -14.00 0.50 -4.61 16.45 -10.41 8.91 -32.98 -27.53 -14.00 4.97
CCSD(T) -14.99 -1.33 -6.39 15.95 -11.12 5.54 -34.27 -28.49 -14.99 1.99

CBSb

CCSD(T) -14.89 -1.27 -6.35 15.77 -11.00 5.68 -37.39 -28.60 -14.89 2.20

a These values were obtained from two-point fits (aug-cc-pVDZ and aug-cc-pVTZ) to eq 7 of ref 46. b These values were obtained from
two-point fits (aug-cc-pVTZ and aug-cc-pVQZ) to eq 7 of ref 46.

Table 2. Relative Energies (in kcal/mol) of Stationary Points along the Reaction Coordinate for the anti-E2, syn-E2, and SN2
Reactions of Cl- + CH3CH2Cl, Computed at Several Levels of the ab Initio Theory

anti-E2 syn-E2 SN2

method 2aRC 2aTS 2aPC 2aP 2bRC 2bTS 2bPC 2bP 2cRC 2cTS

aug-cc-pV(D + d)Z
HF -9.33 26.88 10.03 17.93 -9.33 43.57 0.43 2.61 -9.33 9.06
MP2 -11.33 16.22 9.19 22.67 -11.33 29.51 -5.21 -1.50 -11.33 6.67
MP4 -11.45 16.22 8.08 21.30 -11.45 29.12 -5.01 -1.27 -11.45 4.39
CCSD -10.98 18.95 8.30 20.40 -10.98 33.10 -4.12 -0.67 -10.98 6.43
CCSD(T) -11.43 16.14 7.50 20.52 -11.43 29.17 -5.57 -1.86 -11.43 4.12

aug-cc-pV(T + d)Z
HF -9.06 28.04 10.27 17.61 -9.06 44.99 0.99 3.04 -9.06 10.38
MP2 -11.06 17.90 10.80 23.86 -11.06 31.06 -4.42 -0.90 -11.06 8.22
CCSD -10.64 20.97 9.90 21.38 -10.64 35.11 -3.15 0.07 -10.64 8.15
CCSD(T) -11.10 17.92 9.17 21.58 -11.10 30.82 -4.90 -1.42 -11.10 5.70

CBSa

CCSD(T) -11.07 18.18 9.77 22.16 -11.07 30.92 -4.85 -1.42 -11.07 5.81

a These values were obtained from two-point fits [aug-cc-pV(D + d)Z and aug-cc-pV(T+d)Z] to eq 7 of ref 46.
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First, we examine the PES obtained for the anti-E2
elimination of F- + CH3CH2F. The energy of the respective
reactant complex, 1aRC, computed with our best basis set
(aug-cc-pVQZ) ranges from -9.58 to -14.61 to -14.00 to
-14.99 kcal/mol for HF, MP2, CCSD, and CCSD(T). Note
that, due to large space requirements, full MP4 calculations
for the QZ basis set were not possible. The three highest-
level values are equal to each other within 1.0 kcal/mol (see
Table 1). Similarly, the energy of the transition state, 1aTS,
computed again with our best basis set (aug-cc-pVQZ) varies
from +5.12 to -1.25 to +0.50 to -1.33 kcal/mol for HF,
MP2, CCSD, and CCSD(T), respectively. Thus, not unex-
pectedly, HF significantly overestimates the overall barrier,
which is significantly reduced by the incorporation of
Coulomb correlation into theoretical treatment. The inclusion
of the triple excitations within the CCSD method further
reduces the overall barrier by 1.8 kcal/mol. The three highest-
level values are within a range of 1.8 kcal/mol. Furthermore,
the CCSD(T) values are converged to the basis-set size (at
aug-cc-pVQZ) to within a few hundreds of a kilocalorie per
mole for the RC and the TS (see Table 1). Note that CBS
CCSD(T) values do not differ much from the best pure values
[CCSD(T)].

For the anti-E2 elimination of Cl- + CH3CH2Cl, the
energy of the reactant complex, 2aRC, computed with our

best basis set [now, with aug-cc-pV(T+d)Z] varies relatively
little along the range of methods, that is ca. 2 kcal/mol, from
-9.06 to -11.06 to -10.64 to -11.10 for HF, MP2, CCSD
and CCSD(T), respectively (see Table 2). Now, our three
highest-level values are equal to each other within 0.5 kcal/
mol. At variance, the energy of the transition state, 2aTS,
depends more delicately on the level at which correlation is
treated. This TS energy computed again with aug-cc-
pV(T+d)Z varies from 28.04 to 17.90 to 20.97 to 17.92 kcal/
mol along HF, MP2, CCSD, and CCSD(T), respectively.
Note how HF dramatically overestimates the overall barrier,
that is, by ca. 10 kcal/mol! Also note the substantial impact
of including triple excitations in the CCSD approach, which
reduced the overall barrier by an additional 3.0 kcal/mol.
The three highest-level values are now distributed over a
range of 3.1 kcal/mol (see Table 2).

Next, we examine the PES of the syn-E2 elimination of
F- + CH3CH2F. The energy of reactant complex 1bRC
computed with our best basis set (aug-cc-pVQZ) shows a
similar behavior as that of the anti-E2 elimination. The
energy of this RC varies from -7.03 to -10.60 to -10.41
to -11.12 kcal/mol for HF, MP2, CCSD, and CCSD(T),
respectively, and the three highest-level values are within a
range of less than a kcal/mol (see Table 1). In turn, the energy
of the TS is more sensitive to the level at which correlation

Table 3. Relative Energies (in kcal/mol) of Stationary Points along the Reaction Coordinate for the anti-E2, syn-E2, and SN2
Reactions of F- + CH3CH2F, Computed at Several Levels of the Density Functional Theory

anti-E2 syn-E2 SN2

method 1aRC 1aTS 1aPC 1aP 1bRC 1bTS 1bPC 1bP 1cRC 1cTS

LDA
VWN -28.23 -8.54 -13.84 26.01 -22.02 -12.50 -42.70 -35.13 -28.23 -13.67

GGAs
BP86 -22.19 -8.27 -12.55 16.97 -16.77 -7.51 -40.68 -35.87 -22.19 -9.33
BLYP -22.23 -11.55 -15.08 13.55 -17.02 -8.66 -43.95 -38.71 -22.23 -11.27
PW91 -24.12 -9.58 -13.67 18.85 -18.66 -9.29 -42.15 -35.61 -24.12 -11.39
PBE -23.79 -9.36 -13.49 18.48 -18.37 -8.98 -41.73 -35.43 -23.79 -10.73
RPBE -21.79 -9.61 -13.49 14.89 -16.74 -7.39 -41.71 -35.87 -21.79 -8.56
revPBE -21.37 -8.83 -12.85 15.00 -16.26 -6.85 -40.94 -35.73 -21.37 -7.91
FT97 -19.78 -6.54 -11.07 13.27 -14.08 -4.80 -37.86 -35.53 -19.78 -7.19
HCTH/93 -18.75 -7.32 -11.79 12.26 -13.98 -3.73 -40.42 -36.26 -18.75 -2.52
HCTH/120 -21.90 -9.85 -14.05 15.07 -16.92 -7.17 -42.93 -36.60 -21.90 -7.37
HCTH/147 -21.07 -8.93 -13.26 14.58 -16.10 -6.23 -42.13 -36.45 -21.07 -6.14
HCTH/407 -21.52 -10.56 -14.71 13.39 -16.74 -6.60 -44.06 -37.30 -21.52 -5.78
BOP -19.67 -9.98 -13.56 11.28 -14.68 -6.01 -42.21 -38.16 -19.67 -7.66
OPBE -18.68 -3.26 -8.45 15.78 -13.79 -2.07 -36.62 -32.69 -18.68 -0.22
OLYP -20.01 -7.95 -12.49 12.85 -15.20 -4.93 -41.40 -36.41 -20.01 -4.16

meta-GGAs
PKZB -19.16 -6.56 -9.65 14.74 -14.55 -3.93 -38.36 -32.85 -19.16 -7.27
VS98 -20.80 -13.42 -15.04 11.99 -16.25 -7.04 -43.88 -35.97 -20.80 -14.06
BLAP3 -18.54 -8.58 -12.38 12.58 -14.01 -2.47 -41.65 -36.58 -18.54 -4.88
OLAP3 -16.23 -4.62 -9.31 12.24 -12.13 1.57 -38.65 -33.88 -16.23 2.25
TPSS -21.38 -5.26 -8.94 19.81 -16.28 -4.16 -37.83 -32.52 -21.38 -10.03
M06-L -20.04 -1.23 -5.44 20.54 -15.33 1.68 -32.57 -27.78 -20.04 -2.95

Hybrid Functionals
B3LYP -19.30 -5.38 -10.66 15.90 -14.50 -2.00 -40.32 -35.34 -19.30 -4.01
O3LYP -18.12 -2.55 -7.97 16.52 -13.46 0.40 -38.06 -33.35 -18.12 0.24
KMLYP -16.14 6.09 -2.78 23.69 -11.77 8.28 -33.82 -28.53 -16.14 7.54
BHandH -19.68 3.90 -4.81 26.52 -14.87 3.86 -35.53 -29.15 -19.68 2.76
mPBE0KCIS -19.57 -4.44 -10.63 16.89 -14.77 -1.77 -39.63 -33.94 -19.57 -1.15
mPW1K -15.32 4.26 -3.38 20.37 -10.96 7.06 -33.31 -29.07 -15.32 6.24
M05 -18.68 -3.51 -8.73 18.54 -14.64 0.81 -38.03 -32.01 -18.68 -0.81
M05-2X -14.53 0.99 -5.72 18.33 -10.30 3.85 -39.28 -34.27 -14.53 3.97
M06 -18.21 -2.21 -7.47 17.88 -13.96 1.14 -35.19 -30.59 -18.21 -0.35
M06-2X -15.67 1.49 -5.62 18.37 -11.47 4.03 -37.77 -32.90 -15.67 5.82
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is treated. This TS energy computed again with our best basis
set, aug-cc-pVQZ, varies from 18.30 to 4.93 to 8.91 to 5.54
kcal/mol along HF, MP2, CCSD, and CCSD(T), respectively.
Note again that HF clearly overestimates the barrier by 9
kcal/mol (see Table 1). Moreover, the CCSD(T) values are
converged as a function of the basis-set size (at aug-cc-
pVQZ) to within less than half a kilocalorie per mole (see
Table 1).

The syn-E2 elimination of Cl- + CH3CH2Cl proceeds via
the same reactant complex as the anti-E2 elimination, which
has been already examined above. The energy of the syn-
E2 transition state computed at aug-cc-pV(T+d)Z is again
sensitive to the level at which correlation is treated. It ranges
from 44.99 to 31.06 to 35.11 to 30.82 along the series of ab
initio methods (see Table 2). The CCSD(T) values change
by less than 2 kcal/mol going from the aug-cc-pV(D+d)Z
to the aug-cc-pV(T+d)Z basis set (see Table 2) and again
do not differ much from the CBS energies.

The SN2 transition states for reactions 1c and 2c are also
found to be quite sensitive to the level at which correlation
is treated. Thus, at the HF level, at which Coulomb
correlation is not included, the energies of the transition states
1cTS and 2cTS computed with our best basis set (aug-cc-
pVQZ for X ) F and aug-cc-pV(T+d)Z for X ) Cl) amount
to 11.50 and 10.38 kcal/mol, respectively (see Table 1 and

2). Introducing Coulomb correlation into the theoretical
treatment substantially lowers the barrier. Thus, along HF,
MP2, CCSD, and CCSD(T), the energy of 1cTS ranges from
11.50 to 3.81 to 4.97 to 1.99 kcal/mol and that of 2cTS from
10.38 to 8.22 to 8.15 to 5.70 kcal/mol, respectively (see Table
1 and 2). Thus, HF significantly overestimates the overall
barriers by some 10 and 5 kcal/mol, respectively. Note again
how including the triple excitations in the CCSD calculations
reduces the overall barrier by 3.0 and 2.4 kcal/mol, respec-
tively. The three highest-level values are within a range of
3.0 and 2.5 kcal/mol for reactions 1c and 2c, respectively,
Furthermore, the CCSD(T) values for 1cTS are converged
as a function of the basis-set size to within 0.4 kcal/mol and
again do not differ much from the CBS extrapolated
CCSD(T) values.

In conclusion, our best CCSD(T) estimate leads to a
relative order in overall barriers (i.e., TS energy relative to
reactants) of anti-E2 (X ) F: -1.33 kcal/mol) < SN2 (X )
F: +1.99 kcal/mol) < syn-E2 (X ) F: +5.54 kcal/mol) ∼
SN2 (X ) Cl: +5.70 kcal/mol) < anti-E2 (X ) Cl: +17.92
kcal/mol) < syn-E2 (X ) Cl: +30.82 kcal/mol). The change
in preference from anti-E2 for X ) F to SN2 for X ) Cl is
also recovered in the trend of the central barriers. Our
benchmark consolidates the G2+ values for the relative
energies of 1aRC, 1aTS, 1bTS, and 1cTS on the PES of

Table 4. Relative Energies (in kcal/mol) of Stationary Points along the Reaction Coordinate for the anti-E2, syn-E2, and SN2
Reactions of Cl- + CH3CH2Cl, Computed at Several Levels of the Density Functional Theory

anti-E2 syn-E2 SN2

method 2aRC 2aTS 2aPC 2aP 2bRC 2bTS 2bPC 2bP 2cRC 2cTS

LDA
VWN -13.32 5.00 12.19 29.51 -13.32 11.45 -10.74 -7.11 -13.32 -4.64

GGAs
BP86 -10.66 7.21 8.80 20.08 -10.66 15.35 -11.23 -9.24 -10.66 -1.92
BLYP -11.08 5.28 4.43 15.33 -11.08 14.04 -14.17 -11.93 -11.08 -3.69
PW91 -12.23 6.38 8.42 22.36 -12.23 14.22 -11.98 -8.56 -12.23 -3.24
PBE -11.91 6.85 8.62 22.10 -11.91 14.75 -11.62 -8.49 -11.91 -2.43
RPBE -11.20 7.78 6.85 18.45 -11.20 16.27 -12.47 -9.38 -11.20 -0.67
revPBE -10.69 8.13 7.59 18.55 -10.69 16.59 -11.89 -9.29 -10.69 -0.20
FT97 -7.86 10.09 11.41 17.68 -7.86 19.37 -7.85 -6.76 -7.86 -0.04
HCTH/93 -9.37 10.25 6.99 15.53 -9.37 19.56 -11.80 -9.74 -9.37 3.82
HCTH/120 -11.60 7.46 6.03 18.16 -11.60 16.42 -13.03 -9.56 -11.60 -0.49
HCTH/147 -10.89 8.14 6.62 17.62 -10.89 17.15 -12.62 -9.54 -10.89 0.50
HCTH/407 -11.71 8.19 4.55 16.45 -11.71 17.82 -13.88 -9.93 -11.71 1.99
BOP -9.91 6.83 4.60 13.45 -9.91 15.96 -13.74 -12.01 -9.91 -1.20
OPBE -8.64 13.99 12.33 20.78 -8.64 22.32 -8.34 -6.24 -8.64 7.56
OLYP -9.66 10.68 7.45 16.33 -9.66 19.58 -11.81 -9.28 -9.66 4.04

meta-GGAs
PKZB -10.93 11.36 8.73 17.81 -10.93 20.17 -10.07 -7.06 -10.93 1.23
VS98 -14.96 8.52 2.10 14.62 -14.96 17.05 -12.73 -8.46 -14.96 -6.44
BLAP3 -11.24 8.51 3.28 14.65 -11.24 18.94 -13.92 -10.77 -11.24 0.08
OLAP3 -9.92 14.00 6.20 15.82 -9.92 24.53 -11.55 -8.08 -9.92 7.72
TPSS -10.99 9.34 8.95 20.88 -10.99 17.58 -9.89 -7.01 -10.99 -3.22
M06-L -14.02 12.92 8.99 25.92 -14.02 22.77 -4.73 -2.25 -14.02 2.63

Hybrid Functionals
B3LYP -10.60 11.00 7.03 17.83 -10.60 21.22 -10.78 -8.53 -10.60 0.92
O3LYP -9.63 14.78 10.26 19.98 -9.63 24.43 -8.70 -6.19 -9.63 6.39
KMLYP -10.49 20.85 13.68 26.27 -10.49 32.97 -3.27 -1.21 -10.49 8.45
BHandH -11.59 18.31 14.43 29.18 -11.59 29.33 -4.38 -1.25 -11.59 5.60
mPBE0KCIS -10.94 13.10 8.92 21.03 -10.94 23.21 -9.44 -6.45 -10.94 4.26
mPW1K -9.55 19.65 13.23 23.78 -9.55 31.18 -4.58 -2.41 -9.55 8.20
M05 -11.99 19.83 3.73 21.95 -11.99 23.34 -8.86 -3.70 -11.99 4.64
M05-2X -8.93 12.58 16.60 18.97 -8.93 28.46 -7.75 -5.67 -8.93 6.84
M06 -12.68 17.33 6.17 22.96 -12.68 23.67 -6.49 -2.92 -12.68 3.36
M06-2X -12.49 10.65 14.98 22.49 -12.49 30.29 -5.85 -4.74 -12.49 10.73
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F- + CH3CH2F computed by Gronert and co-workers,4h

which agree within 2.3 kcal/mol with our best CCSD(T)
estimates.

3.3. Validation of DFT: Mean Absolute Error. Next,
we examine the relative energies of stationary points
computed with (i) the LDA functional VWN; (ii) the GGA
functionals BP86, BLYP, PW91, PBE, RPBE, revPBE,
FT97, HCTH/93, HCTH/120, HCTH/147, HCTH/407, BOP,
OPBE, and OLYP; (iii) the meta-GGA functionals PKZB,
VS98, BLAP3, OLAP3, TPSS, and M06-L; and (iv) the
hybrid functionals B3LYP, O3LYP, KMLYP, BHandH,
mPBE0KCIS, mPW1K, M05, M05-2X, M06, and M06-2X
using the following procedure: (i) all functionals except
OLYP are evaluated using the OLYP/ae-TZ2P density
computed at the OLYP/TZ2P geometries; (ii) the OLYP
functional is evaluated using the OLYP/TZ2P density
computed at the OLYP/TZ2P geometries (see Methods
section). Extensive previous validation studies have shown
that the use of the all-electron ae-TZ2P versus the frozen-
core TZ2P basis set leads to differences in relative energies
of less than half a kilocalorie per mole.38 The DFT relative

energies for reactions 1 and 2 are collected in Tables 3 and
4, respectively (see Table S2 in the Supporting Information
for an overview of oVerall barriers together with central
barriers for all of the anti-E2, syn-E2, and SN2 reactions of
F- + CH3CH2F and Cl- + CH3CH2Cl computed with all
our 31 functionals).

Here, we focus on the overall barrier, that is, the difference
in energy between the TS and the separate reactants (R),
and the central barrier, that is, the difference in energy
between the TS and the reactant complex (RC). The overall
barrier is decisive for the rate of chemical reactions in the
gas phase, in particular, if they occur under low-pressure
conditions,2b,6 whereas the central barrier becomes decisive
in the high-pressure regime, when termolecular collisions
are sufficiently efficient to cool the otherwise rovibrationally
hot reactant complex, causing it to be in thermal equilibrium
with the environment.2b,6

The performance of the various density functional ap-
proaches is assessed by a systematic comparison of the
resulting PESs with our CCSD(T)/aug-cc-pVQZ benchmark
in the case of reaction 1 (Table 1) and the CCSD(T)/aug-

Table 5. Errors in Overall and Central Barriers (in kcal/mol) for Various Density Functionals for the anti-E2, syn-E2, and SN2
reactions of X- + CH3CH2X (X ) F, Cl) Compared to CCSD(T)a

anti-E2 syn-E2 SN2

err. in barr.
rel. to R

err. in barr.
rel. to RC

err. in barr.
rel. to R

err. in barr.
rel. to RC

err. in barr.
rel. to R

err. in barr.
rel. to RC

method F Cl F Cl F Cl F Cl F Cl F Cl

LDA
VWN -7.21 -12.92 6.03 -10.70 -18.04 -19.37 -7.14 -17.15 -15.66 -10.34 -2.42 -8.12

GGAs
BP86 -6.94 -10.71 0.26 -11.15 -13.05 -15.47 -7.40 -15.91 -11.32 -7.62 -4.12 -8.06
BLYP -10.22 -12.64 -2.98 -12.66 -14.20 -16.78 -8.30 -16.80 -13.26 -9.39 -6.02 -9.41
PW91 -8.25 -11.54 0.88 -10.41 -14.83 -16.60 -7.29 -15.47 -13.38 -8.94 -4.25 -7.81
PBE -8.03 -11.07 0.77 -10.26 -14.52 -16.07 -7.27 -15.26 -12.72 -8.13 -3.92 -7.32
RPBE -8.28 -10.14 -1.48 -10.04 -12.93 -14.55 -7.31 -14.45 -10.55 -6.37 -3.75 -6.27
revPBE -7.50 -9.79 -1.12 -10.20 -12.39 -14.23 -7.25 -14.64 -9.90 -5.90 -3.52 -6.31
FT97 -5.21 -7.83 -0.42 -11.07 -10.34 -11.45 -7.38 -14.69 -9.18 -5.74 -4.39 -8.98
HCTH/93 -5.99 -7.67 -2.23 -9.40 -9.27 -11.26 -6.41 -12.99 -4.51 -1.88 -0.75 -3.61
HCTH/120 -8.52 -10.46 -1.61 -9.96 -12.71 -14.40 -6.91 -13.90 -9.36 -6.19 -2.45 -5.69
HCTH/147 -7.60 -9.78 -1.52 -9.99 -11.77 -13.67 -6.79 -13.88 -8.13 -5.20 -2.05 -5.41
HCTH/407 -9.23 -9.73 -2.70 -9.12 -12.14 -13.00 -6.52 -12.39 -7.77 -3.71 -1.24 -3.10
BOP -8.65 -11.09 -3.97 -12.28 -11.55 -14.86 -7.99 -16.05 -9.65 -6.90 -4.97 -8.09
OPBE -1.93 -3.93 1.76 -6.39 -7.61 -8.50 -4.94 -10.96 -2.40 1.86 1.29 -0.60
OLYP -6.62 -7.24 -1.60 -8.68 -10.47 -11.24 -6.39 -12.68 -6.15 -1.66 -1.13 -3.10

meta-GGAs
PKZB -5.23 -6.56 -1.06 -6.73 -9.47 -10.65 -6.04 -10.82 -9.26 -4.47 -5.09 -4.64
VS98 -12.09 -9.40 -6.28 -5.54 -12.58 -13.77 -7.45 -9.91 -16.05 -12.14 -10.24 -8.28
BLAP3 -7.25 -9.41 -3.70 -9.27 -8.01 -11.88 -5.12 -11.74 -6.87 -5.62 -3.32 -5.48
OLAP3 -3.29 -3.92 -2.05 -5.10 -3.97 -6.29 -2.96 -7.47 0.26 2.02 1.50 0.84
TPSS -3.93 -8.58 2.46 -8.69 -9.70 -13.24 -4.54 -13.35 -12.02 -8.92 -5.63 -9.03
M06-L 0.10 -5.00 5.15 -2.08 -3.86 -8.05 0.35 -5.13 -4.94 -3.07 0.11 -0.15

Hybrid Functionals
B3LYP -4.05 -6.92 0.26 -7.42 -7.54 -9.60 -4.16 -10.10 -6.00 -4.78 -1.69 -5.28
O3LYP -1.22 -3.14 1.91 -4.61 -5.14 -6.39 -2.80 -7.86 -1.75 0.69 1.38 -0.78
KMLYP 7.42 2.93 8.57 2.32 2.74 2.15 3.39 1.54 5.55 2.75 6.70 2.14
BHandH 5.23 0.39 9.92 0.88 -1.68 -1.49 2.07 -1.00 0.77 -0.10 5.46 0.39
mPBE0KCIS -3.11 -4.82 1.47 -4.98 -7.31 -7.61 -3.66 -7.77 -3.14 -1.44 1.44 -1.60
mPW1K 5.59 1.73 5.92 0.18 1.52 0.36 1.36 -1.19 4.25 2.50 4.58 0.95
M05 -2.18 1.91 1.51 2.71 -4.73 -7.48 -1.21 -6.68 -2.80 -1.06 0.89 -0.26
M05-2X 2.32 -5.34 1.86 -7.51 -1.69 -2.36 -2.51 -4.53 1.98 1.14 1.52 -1.03
M06 -0.88 -0.59 2.34 0.99 -4.40 -7.15 -1.56 -5.57 -2.34 -2.34 0.88 -0.76
M06-2X 2.82 -7.27 3.50 -5.88 -1.51 -0.53 -1.16 0.86 3.83 5.03 4.51 6.42

a Relative to CCSD(T)/aug-cc-pVQZ benchmark for reactions involving F and relative to CCSD(T)/aug-cc-pV(T + d)Z benchmark for
reactions involving Cl. R ) reactants, RC ) reactant complex.
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cc-pV(T+d)Z benchmark in the case of reaction 2 (Table
2). Note that our best CCSD(T) results do not differ much
from the CBS extrapolated CCSD(T) values. Thus, they were
used (instead of the CBS values) as our benchmark since
we prefer to have as little as possible empirical extrapolations
in the benchmark reference values. For all 31 functionals,
we have computed the errors in the overall and central
barriers (see Table 5) and the corresponding mean absolute
errors (MAE) relative to the CCSD(T) benchmarks for all
model reactions together as well as for certain categories
thereof (see Table 6).

It is clear from Tables 5 and 6 that LDA suffers from its
notorious overbinding: it yields too-low barriers and too-
exothermic complexation and reaction energies (see also
Tables 3 and 4). But also many of the GGA (e.g., BLYP,
BOP, BP86, PW91, and PBE) and some meta-GGA func-
tionals (VS98 and TPSS) perform more or less equally poorly
as LDA: together, these poorly performing functionals have
MAE values, for all reactions together, in the range 7-9
kcal/mol for central and 9-14 kcal/mol for overall barriers
(see Table 6).

Best overall agreement with our ab initio benchmark
barriers is obtained by representatives from each of the three

categories of functionals, GGA, meta-GGA, and hybrid DFT,
with MAEs in central barriers of 4.3 (OPBE), 2.2 (M06-L),
and 2.0 kcal/mol (M06), respectively, and MAEs in overall
barriers of 4.4 (OPBE), 3.3 (OLAP3), and 1.6 kcal/mol
(BHandH), respectively (see Table 6). The top three best
functionals is constituted for the central barriers of M06,
M06-L, and M05 with MAE values, for all reactions together,
of 2.0, 2.2, and 2.2 kcal/mol, respectively, and for the overall
barriers of BHandH, M05-2X, and mPW1K with MAE
values, for all reactions together, of 1.6, 2.5, and 2.7 kcal/
mol, respectively (see Table 6). An important point to note
is that the OPBE functional is, not only for all reactions
together but also for each individual category of reactions
(e.g., anti-E2 reactions or reactions with X ) F, etc.), in the
top regions of performance (MAE in a category typically
1-6 kcal/mol, only for syn-E2 it reaches 8.1 kcal/mol) of
all functionals studied, and it is the best of all GGA
functionals. OLYP (7.2 and 5.6 kcal/mol relative to R and
RC) and B3LYP (6.5 and 4.8 kcal/mol relative to R and RC)
are of comparable quality, and both have somewhat larger
MAE values for all reactions together than OPBE (4.4 and
4.3 kcal/mol relative to R and RC; see Table 6). OLYP
(MAE for SN2: 3.9 and 2.1 kcal/mol relative to R and RC)

Table 6. Mean Absolute Errors (MAE) in Overall and Central Barriers (in kcal/mol) for Various Density Functionals for the
anti-E2, syn-E2, and SN2 reactions of X- + CH3CH2X (X ) F, Cl) compared to CCSD(T)a

MAE in anti-E2 barr. MAE in syn-E2 barr. MAE in SN2 barr. MAE in barr. X ) F MAE in barr. X ) Cl MAE

method rel. to R rel. to RC rel. to R rel. to RC rel. to R rel. to RC rel. to R rel. to RC rel. to R rel. to RC rel. to R rel. to RC

LDA
VWN 10.07 8.37 18.71 12.15 13.00 5.27 13.64 5.20 14.21 11.99 13.92 8.59

GGAs
BP86 8.83 5.71 14.26 11.66 9.47 6.09 10.44 3.93 11.27 11.71 10.85 7.82
BLYP 11.43 7.82 15.49 12.55 11.33 7.72 12.56 5.77 12.94 12.96 12.75 9.36
PW91 9.90 5.65 15.72 11.38 11.16 6.03 12.15 4.14 12.36 11.23 12.26 7.69
PBE 9.55 5.52 15.30 11.27 10.43 5.62 11.76 3.99 11.76 10.95 11.76 7.47
RPBE 9.21 5.76 13.74 10.88 8.46 5.01 10.59 4.18 10.35 10.25 10.47 7.22
revPBE 8.65 5.66 13.31 10.95 7.90 4.92 9.93 3.96 9.97 10.38 9.95 7.17
FT97 6.52 5.75 10.90 11.04 7.46 6.69 8.24 4.06 8.34 11.58 8.29 7.82
HCTH/93 6.83 5.82 10.27 9.70 3.20 2.18 6.59 3.13 6.94 8.67 6.76 5.90
HCTH/120 9.49 5.79 13.56 10.41 7.78 4.07 10.20 3.66 10.35 9.85 10.27 6.75
HCTH/147 8.69 5.76 12.72 10.34 6.67 3.73 9.17 3.45 9.55 9.76 9.36 6.61
HCTH/407 9.48 5.91 12.57 9.46 5.74 2.17 9.71 3.49 8.81 8.20 9.26 5.85
BOP 9.87 8.13 13.21 12.02 8.28 6.53 9.95 5.64 10.95 12.14 10.45 8.89
OPBE 2.93 4.08 8.06 7.95 2.13 0.95 3.98 2.66 4.76 5.98 4.37 4.32
OLYP 6.93 5.14 10.86 9.54 3.91 2.12 7.75 3.04 6.71 8.15 7.23 5.60

meta-GGAs
PKZB 5.90 3.90 10.06 8.43 6.87 4.87 7.99 4.06 7.23 7.40 7.61 5.73
VS98 10.75 5.91 13.18 8.68 14.10 9.26 13.57 7.99 11.77 7.91 12.67 7.95
BLAP3 8.33 6.49 9.95 8.43 6.25 4.40 7.38 4.05 8.97 8.83 8.17 6.44
OLAP3 3.61 3.58 5.13 5.22 1.14 1.17 2.51 2.17 4.08 4.47 3.29 3.32
TPSS 6.26 5.58 11.47 8.95 10.47 7.33 8.55 4.21 10.25 10.36 9.40 7.28
M06-L 2.55 3.62 5.96 2.74 4.01 0.13 2.97 1.87 5.37 2.45 4.17 2.16

Hybrid Functionals
B3LYP 5.49 3.84 8.57 7.13 5.39 3.49 5.86 2.04 7.10 7.60 6.48 4.82
O3LYP 2.18 3.26 5.77 5.33 1.22 1.08 2.70 2.03 3.41 4.42 3.06 3.22
KMLYP 5.18 5.45 2.45 2.47 4.15 4.42 5.24 6.22 2.61 2.00 3.92 4.11
BHandH 2.81 5.40 1.59 1.54 0.44 2.93 2.56 5.82 0.66 0.76 1.61 3.29
mPBE0KCIS 3.97 3.23 7.46 5.72 2.29 1.52 4.52 2.19 4.62 4.78 4.57 3.49
mPW1K 3.66 3.05 0.94 1.28 3.38 2.77 3.79 3.95 1.53 0.77 2.66 2.36
M05 2.05 2.11 6.11 3.95 1.93 0.58 3.24 1.20 3.48 3.22 3.36 2.21
M05-2X 3.83 4.69 2.03 3.52 1.56 1.28 2.00 1.96 2.95 4.36 2.47 3.16
M06 0.74 1.67 5.78 3.57 2.34 0.82 2.54 1.59 3.36 2.44 2.95 2.02
M06-2X 5.05 4.69 1.02 1.01 4.43 5.47 2.72 3.06 4.28 4.39 3.50 3.72

a Relative to CCSD(T)/aug-cc-pVQZ benchmark for reactions involving F and relative to CCSD(T)/aug-cc-pV(T + d)Z benchmark for
reactions involving Cl. R ) reactants, RC ) reactant complex.
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is however slightly better than B3LYP (MAE for SN2: 5.4
and 3.5 kcal/mol relative to R and RC) for the category of
SN2 reactions (see Table 6), in agreement with previous
work.7a

Finally, complexation energies of the reactant complexes
relative to reactants as well as reaction energies of our model
reactions appear to be, in general, somewhat less dependent
on the level of both ab initio (see Tables 1 and 2) and density
functional theory (see Tables 3–6) if compared with the
relative energies of the transition states discussed above. The
density functionals that perform best for reaction barriers in
terms of MAE, namely, BHandH, M06, M06-L, M05, M05-
2X, and mPW1K, also show satisfactory agreement with the
CCSD(T) benchmark regarding these complexation and
reaction energies, with MAEs in the range of 0.7-4.8 kcal/
mol (values not shown in Table 6). OPBE and B3LYP also
achieve MAE values within this range, whereas OLYP has
MAE values of 3.5 and 6.0 kcal/mol for complexation and
reaction energies, respectively.

3.4. Validation of DFT: Trends. So far, we have
concentrated on the MAE, which leads to a certain ranking
of density functionals regarding their performance in com-
puting overall or central barriers for the six model reaction
pathways (see Scheme 2). Interestingly (and importantly),
such an MAE-based ranking does not necessarily say
something about the performance for reproducing the right
trends in reactivity.

For example, according to the MAE criterion, BHandH
and M06-L belong to the best functionals. Yet, they
erroneously predict that, for F- + CH3CH2F, the anti-E2
reaction has both a higher overall and central barrier than
the SN2 reaction, as can be seen in Figure 3a and b,
respectively (see also Tables 3 and 4). For comparison, both
OPBE and OLYP do reproduce the correct trend (see Figure
3), in spite of the fact that the MAE is larger than that for
BHandH or M06-L (see Table 6). In the latter two func-
tionals, the error is apparently somewhat less uniformly
distributed. This is an interesting phenomenon, but it should
also not be overrated because the energy differences con-
cerned are rather small.

M06 and M05 are good both in terms of one of the
smallest MAE values (see Table 6) and a correct trend in
reactivity (see Figure 3 and Tables 3 and 4). On the other
hand, they are computationally somewhat more expensive
than OPBE and OLYP. And, at variance with the latter, M06
and M05 are (in ADF) evaluated post-SCF with the density
of another potential (e.g., OPBE or OLYP).

4. Conclusions

We have computed ab initio benchmarks for the archetypal
competing E2 and SN2 reactions of fluoride + fluoroethane
and chloride + chloroethane. These benchmarks derive from
hierarchical series of methods up to CCSD(T)/aug-cc-pVQZ
(up to CCSD(T)/aug-cc-pV(T+d)Z for chloride + chloro-

Figure 3. Overall (a) and central (b) barriers (in kcal/mol) for the anti-E2 and SN2 reactions of X- + CH3CH2X (X ) F, Cl),
computed with CCSD(T) and selected density functionals.
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ethane), which are converged with respect to the basis-set
size within less than half a kilocalorie per mole. The resulting
reaction profiles show that anti-E2 dominates for F- +
CH3CH2F while SN2 dominates for Cl- + CH3CH2Cl. This
change in preference is reflected by both overall and central
barriers. On the other hand, syn-E2 is in both reaction
systems the least favorable pathway.

Our ab initio benchmark is used to evaluate the perfor-
mance of 31 density functionals for describing the above
anti-E2, syn-E2, and SN2 reactions. The best overall agree-
ment regarding central reaction barriers with our ab initio
benchmark is obtained by representatives from each of the
three categories of functionals, GGA, meta-GGA, and hybrid
DFT, with mean absolute errors of 4.3 (OPBE), 2.2 (M06-
L), and 2.0 kcal/mol (M06), respectively.

Importantly, the hybrid functional BHandH and the meta-
GGA M06-L yield incorrect trends and qualitative features
of the PESs (in particular, an erroneous preference for SN2
over the anti-E2 in the case of F- + CH3CH2F) even though
they are among the best functionals as measured by their
small mean absolute errors of 3.3 and 2.2 kcal/mol in reaction
barriers. OLYP and B3LYP have somewhat higher mean
absolute errors in central barriers (5.6 and 4.8 kcal/mol,
respectively), but the error distribution is somewhat more
uniform, and as a consequence, the correct trends are
reproduced.
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Abstract: Three low-energy pathways for the reaction of HO• with acrolein, a key reaction in
atmospheric environments, have been investigated by means of quantum-mechanical electronic
structure methods (UQCISD and RQCISD(T)). The first step of all the reaction pathways studied
involves the barrierless formation of a prereaction loosely bound complex in the entrance channel,
lying a few kcal/mol below the energy of the reactants. The lowest-energy barrier pathway at 0
K is found to be the HO• abstraction of the aldehydic H-atom through a transition-state structure
lying 1.1 kcal/mol below the energy of the reactants. The addition of HO• to the terminal carbon
atom of the CdC double bond proceeds via a transition-state structure lying 0.7 kcal/mol below
the energy of reactants at 0 K, whereas the HO• addition to the central carbon atom takes place
via a transition-state structure lying 0.8 kcal/mol above the energy of the reactants at 0 K. On
the basis of conventional transition-state theory calculations at 298 K, it is predicted that 74.5%
of the HO• reaction with acrolein proceeds via abstraction of the aldehydic H-atom, 24.2% via
HO• addition to the terminal carbon atom of the double bond, and 1.3% via HO• addition to the
central carbon atom of the double bond. These results are in close agreement with available
experimental data.

1. Introduction

Acrolein (CH2dCH-CHO) is an unsaturated aldehyde present
in the atmosphere as the result of direct anthropogenic
emissions (e.g., from combustion sources) or as the result
of the atmospheric hydroxyl radical (HO•)- and ozone (O3)-
initiated oxidation of 1,3-dienes.1–4 In several large cities,
ambient concentrations up to 9 ppb of acrolein have been
reported.5 Similarly to other unsaturated carbonyl com-
pounds, the main degradation process of acrolein under
atmospheric conditions is via reaction with HO•, with
photolysis and reaction with O3 and nitrate radical (NO3

•)
playing at most a minor role.

The reported rate constants for HO• reaction with
acrolein6–10 are in the range (1.83-2.66) × 10-11 cm3

molecule-1 s-1, and only three product studies on this
reaction have been published so far.10–12 Magneron et al.10

published data which suggested that ≈20-25% of the
reaction of HO• with acrolein occurs via addition to the CdC
double bond. In a subsequent work, Orlando and Tyndall12

determined that about 68% of the HO• reaction with acrolein
proceeds via abstraction of the aldehydic H-atom (i.e.,
reaction of eq 1), with the remainder occurring via addition
to the CdC double bond (i.e., reactions of eqs 2 and 3).
These results are in moderate

CH2 )CHCHO+HO · fCH2 )CHC ·O+H2O (1)

CH2 )CHCHO+HO · fHOCH2C ·HCHO (2)

CH2 )CHCHO+HO · f ·CH2CH(OH)CHO (3)

agreement with those of the study by Magneron et al.10 An
additional unresolved question concerns the actual site of
the HO• addition (i.e., on the terminal carbon atom (reaction
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of eq 2) or on the central carbon atom (reaction of eq 3)).
On the basis of their product study, Orlando and Tyndall12

estimated that at least 80% of the HO• addition takes place
on the terminal carbon atom.

We feel that the results of the experimental studies of
Magneron et al.10 and Orlando and Tyndall12 merit a
theoretical study to analyze the subtle balance between the
different pathways in the HO• reaction with acrolein. With
this aim, herein we report the results of high level quantum-
mechanical electronic structure calculations on the low-
energy reaction pathways of eqs 1–313 The energetic,
structural, and vibrational results furnished by these calcula-
tions are subsequently used to perform conventional transi-
tion-state computations to predict the rate coefficients and
the branching ratios of the competing addition and abstraction
reactions.

2. Computational Details

2.1. Electronic Structure Calculations. The geometries
of the relevant stationary points (minima and first-order
saddle points) on the lowest-energy potential energy surface
(PES) of each reaction system were optimized by using the
spin-unrestricted quadratic configuration-interaction method
with all single and double excitations,15 denoted as UQCISD,
with core-electrons excluded (frozen core approximation),
employing Dunning’s augmented correlation-consistent po-
larized valence double-� (aug-cc-pVDZ) basis set.16 The
harmonic vibrational frequencies of these stationary points
were computed at the latter level of theory. Connections of
the transition-state structures between designated minima
were confirmed in each case by intrinsic reaction coordinate
(IRC)17 calculations using the second-order algorithm of
Gonzalez and Schlegel.18

Since energy barriers affect the calculated rate coefficients
exponentially, it is crucial to compute accurately the energies
of the transition-state structures relative to those of the
reactants. A special difficulty is encountered in the case of
the transition-state structures located for the competing
reactions of eqs 1–3 because we found a significant difference
in the degree of “spin contamination” shown by the spin-
unrestricted Hartree-Fock (UHF) wave function underlying
the UQCISD calculations. In fact, the expected values of
the spin-squared operator S2 for the UHF/aug-cc-pVDZ wave
function of the transition-state structures calculated for these
reactions were found to be 0.7654, 1.0952, and 1.0815,
respectively. Therefore, all the energies were refined by
performing single point energy calculations on the UQCISD
geometries using the (frozen core) UQCISD method with a
perturbative estimation of all connected triple excitations,15

denoted as UQCISD(T). Finally, energies were also evaluated
from partially spin-adapted QCISD(T) calculations based on
a restricted open-shell Hartree-Fock reference determinant,19

denoted as RQCISD(T), to accomplish the spin contamina-
tion in spin-unrestricted quadratic configuration-interaction
wave functions.20 The related spin-restricted coupled-cluster
method21 including all single and double excitations with a
perturbative estimation of all connected triple excitations,22

denoted as RCCSD(T), has been shown23 to achieve “chemi-

cal accuracy” even in situations where spin contamination
would normally be a problem. However, Senosiain et al.14,24

have recently concluded that the RQCISD(T) method
performs slightly better than RCCSD(T) in the calculation
of a series of well-known adiabatic energy barriers.25 Both
the UQCISD(T) and RQCISD(T) calculations were carried
out with Dunning’s augmented correlation-consistent polar-
ized valence triple-� (aug-cc-pVTZ) basis set.16

Zero-point vibrational energies (ZPVEs) were determined
from unscaled harmonic vibrational frequencies. Thermal
corrections to enthalpy and Gibbs energy values were
obtained assuming ideal gas behavior from the unscaled
harmonic frequencies and moments of inertia by conventional
methods.26 A standard pressure of 1 atm was taken in the
absolute entropies calculations.

For the hydrogen-bonded complexes found in this work,
the basis set superposition error (BSSE) was calculated at
the UQCISD(T)/aug-cc-pVTZ level by using the counter-
poise method of Boys and Bernardi.27

To examine the characteristics of the bonding and interac-
tions in the most relevant structures we have also performed
an analysis of the electron density within the framework of
the topological theory of atom in molecules (AIM).28 The
net atomic charges were examined by means of the Mulliken
population analysis.29 The Z density matrix obtained from
UQCISD gradient calculations with the aug-cc-pVDZ basis
set, an effective correlated density matrix,30 was used in both
analyses.

All the UQCISD and UQCISD(T) calculations were
carried out by using the Gaussian 03 program package,31

whereas the MOLPRO 98 program package32 was employed
for the RQCISD(T) computations. The PROAIM and EX-
TREME programs of Bader et al.33 were used to perform
the AIM analysis of the electronic density.

2.2. Rate Coefficient Calculations. With the main pur-
pose of evaluating the overall rate coefficient of the HO•

reaction with acrolein, conventional transition-state theory
calculations were carried out for reactions of eqs 1–3. As it
will be shown in section 4, all these reaction pathways consist
of a reversible first step involving the barrierless formation
of a prereaction loosely bound complex in the entrance
channel, followed by the irreversible formation of products.
Therefore, each reaction pathway is a two-step process as
described by eq 4, where the corresponding complex is in
equilibrium with the reactants

CH2 )CHCHO• +HO y\z
k1

k-1

Complex98
k2

Products (4)

If k1 and k-1 are the rate constants for the first step and k2 is
the rate constant for the second step, then a steady-state
analysis leads34 to an overall rate constant for the reaction
pathway under consideration, denoted as kRP, which can be
approximated as

kRP )
k1

k-1
k2 )Keqk2 (5)

where Keq stands for the equilibrium constant in the first step,
which can be written as
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Keq )
QCX

QCH2)CHCHOQHO
e
-(EC-ER)

RT (6)

where the various Qs are the partition functions of the
reactants (QCH2)CHCHO and QHO) and prereaction complex
(QCX); ER and ECX are the total electronic energy plus the
ZPVE of the reactants and prereaction complex, respectively;
R is the ideal gas constant; and T is the absolute temperature.
The rate constant k2 can be evaluated using the conventional
transition-state theory equation35

k2 )Γ
kbT

h

QTS

QCX
e
-(ETS-ECX)

RT (7)

where QTS and ETS are the partition function and the total
electronic energy plus ZPVE, respectively, of the transition
state, and Γ is the tunneling factor.

According to the standard formulas,26 the Qs were
evaluated using the UQCISD/aug-cc-pVDZ geometries and
harmonic vibrational frequencies, while the Es were taken
as the ZPVE-corrected QCISD(T)/aug-cc-pVTZ energies.
The Γs were evaluated by zero-order approximation to the
vibrationally adiabatic PES model with zero curvature.36 In
this approximation the tunneling is assumed to occur along
a unidimensional minimum energy path. The potential energy
curve is approximated by an unsymmetrical Eckart potential
energy barrier37 that is required to go through the ZPVE
corrected energy (denoted as E) of the reactants, transition
state, and products. The equations that describe the Eckart
potential energy function were adapted from Truong and
Truhlar.36 Solving the Schroedinger equation for the Eckart
function yields the transmission probability, κ(E). Then Γ is
obtained by integrating the respective κ(E) over all possible
energies:

Γ(T)) 1
kbT

e
ETS-ECX

RT ∫0

∞
e
-ETS

RT κ(E)dE (8)

3. Preliminary Test for the Aldehydic H-Atom
Abstraction from Acetaldehyde by an HO
Radical

To confirm the reliability of the theoretical methods described
above in predicting the rate coefficient for H-atom abstraction
from aldehydes by hydroxyl radicals, we tested these methods
on the reaction of acetaldehyde (CH3CHO) with HO•

(eq 9).

CH3CHO+HO · fCH3C ·O+H2O (9)

Previous theoretical work on the reaction of eq 9 by
Vivier-Bunge et al.,38 using geometries optimized at the
UMP2 level with the 6-311++G(d,p) basis set39 and single
point energy calculations at the UCCSD(T) level employing
the same basis set, has shown that the reaction is not
elemental. It consists of a reversible first step involving the
formation of a prereaction hydrogen-bonded complex, fol-
lowed by the irreversible formation of a loosely bound com-
plex between the products CH3C•O and H2O. Selected
geometrical parameters of the prereaction hydrogen-bonded
complex (labeled as CXR), transition-state structure (labeled
as TS), and the loosely bound complex between the products

(labeled as CXP) calculated at the UQCISD/aug-cc-pVDZ
level for the reaction of eq 9 are shown in Figure 1. The
Cartesian coordinates of all structures reported in this article
are available as Supporting Information. Total electronic
energies computed at the different levels of theory as well
as the ZPVEs, thermal corrections to enthalpy and Gibbs
energy, for the structures concerning the reaction of eq 9
are collected in Table S1 (Supporting Information). Table 1
gives the relative electronic energies (designated by ∆U) as
well as the relative energies at 0 K (designated by ∆E(0 K))
and the relative enthalpies (designated by ∆H(298 K)) and
Gibbs energies (designated by ∆G(298 K)) at 298 K, for
these structures calculated at both the UQCISD(T) and
RQCISD(T) levels of theory with the aug-cc-pVTZ basis
set. The equilibrium constant (Keq) of the first step, the
tunneling factor (Γ) and the rate coefficient (k2) of the second

Figure 1. Selected geometrical parameters of the most
relevant structures of the reaction pathway for the aldehydic
H-atom abstraction from acetaldehyde by HO•. Distances are
given in Å and angles in deg.
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step, and the overall rate coefficient (kRP) at 298 K for the
reaction of eq 9 are summarized in Table 2.

The geometries calculated for CXR, TS, and CXP (Figure
1) compare well with those computed at the UMP2 level
with the 6-311++G(d,p) basis set by Vivier-Bunge et al.38

However, on the basis of the bond lengths of the breaking
C-H and forming H-O bonds in TS, it turns out that the
present UQCISD/aug-cc-pVDZ calculations predict a transi-
tion-state structure which is somewhat more reactant-like than
that calculated at the UMP2/6-311++G(d,p) level. The
activation energy at 0 K (designated by ∆E‡(0 K)) of -1.6
kcal/mol calculated at the UQCISD(T)/aug-cc-pVTZ+ZPVE
level (see Table 1) is in good agreement with the ∆E‡(0 K)
of -1.71 kcal/mol obtained by Vivier-Bunge et al.38 from
UCCSD(T)/6-311++G(d,p)+ZPVE calculations, whereas
the ∆E‡(0 K) of -1.1 kcal/mol computed at the RQCISD(T)/
aug-cc-pVTZ+ZPVE level is 0.6 kcal/mol higher than the
latter value. Nevertheless, the energy barrier (designated by
∆U‡) of -1.2 kcal/mol evaluated from the RQCISD(T)
calculations (see Table 1) leads to an the overall rate
coefficient at 298 K of 1.6793 × 10-11 molecule-1 cm3 s-1

(see Table 2), which is in excellent agreement with the
experimental40 value of 1.6 × 10-11 molecule-1 cm3 s-1.
In contrast, the ∆U‡ of -1.7 kcal/mol calculated at the
UQCISD(T) level leads to an overall rate coefficient at 298
K of 3.8974 × 10-11 molecule-1 cm3 s-1, which is too large
by a factor of 2.4 as compared to the experimental result.
Therefore, it appears that the RQCISD(T) method performs
better than UQCISD(T) in the calculation of the rate
coefficient for H-atom abstraction from aldehydes by hy-
droxyl radicals, This finding may be partially explained by
the fact that spin contamination is eliminated in the RQ-
CISD(T) calculation of the energy barrier.

4. Results and Discussion

Figure 2 displays a schematic energy profile showing the
most relevant structures concerning the main pathways on
the lowest-energy PES for the reaction of HO• with acrolein.
Figures 3 and 4 show selected geometrical parameters, and
Table 3 gives the values of ∆U, ∆E(0 K), ∆H(298 K), and

∆G(298 K) calculated for these structures. Their total
electronic energies computed at the different levels of theory
as well as the ZPVEs, thermal corrections to enthalpy and
Gibbs energy, are collected in Table S1 (Supporting Infor-
mation). Finally, the values of Keq, Γ, k2, and the overall
rate coefficient (kRP) at 298 K for reactions of eqs 1–3 are
summarized in Table 4.

4.1. Aldehydic H-Atom Abstraction from Acrolein
by HO Radical. Two conformers for acrolein exist, due to
internal rotation around the C-C single bond joining the
vinyl and the aldehyde moieties of the molecule. Depending
on whether the CdO and the CdC double bonds appear on
the same or opposite side with respect to the C-C single
bond, the conformer is called synperiplanar (labeled as 1-sp)
or antiperiplanar (labeled as 1-ap). The QCISD/aug-cc-pVDZ
minimum-energy structures corresponding to these two
conformomers are shown in Figure S1 (Supporting Informa-
tion). At the QCISD(T)/aug-cc-pVTZ level the 1-ap con-
former turns out to be 1.83 kcal/mol more stable than the
1-sp conformer in terms of Gibbs energy at 298 K. This
result provides an equilibrium constant Kp° of 0.045, which
gives an 1-ap:1-sp population ratio of 95.66:4.34. Thus, it
seems that just the 1-ap conformer of acrolein has significant
weight in its reactivity at room temperature. Therefore, we
have only taken into account the reactions of HO• with the
1-ap conformer.

As for acetaldehyde and in many gas-phase reactions of
interest in atmospheric chemistry, Figure 2 shows that the
aldehydic H-atom abstraction from acrolein by HO• begins
with the barrierless formation of a prereaction complex in
the entrance channel. The optimized geometry of this
complex, labeled as CXR1 (Figure 3), has Cs symmetry and
was characterized as a true local minimum on the PES. The
AIM topological analysis of the electron density in CXR1
revealed the presence of a bond critical point between the
oxygen atom of acrolein and the hydrogen atom of HO•,
indicating that there is a bonding interaction between these
atom pairs. The low value of the electron density (0.0262 e
bohr-3), the positive value of the its Laplacian (0.0892 e
bohr-5), and the positive value of the local energy density41

Table 1. Relative Energies (kcal/mol) of the Most Relevant Stationary Points on the Ground-State Potential Energy Surface
for the Aldehydic H-Atom Abstraction from Acetaldehyde by HO•a

stationary pointb ∆U ∆E (0 K) ∆H (298 K) ∆G (298 K)

CH3CHO + HO• 0.0 0.0 0.0 0.0
CXR -6.1 (-6.1) -4.0 (-4.0) -4.7 (-4.7) 2.1 (2.1)
TS -1.2 (-1.7) -1.1 (-1.6) -1.7 (-2.2) 5.7 (5.2)
CXP -32.7 (-32.9) -31.0 (-31.2) -30.6 (-30.8) -25.5 (-25.7)
CH3CO• + H2O -29.3 (-29.2) -29.0 (-28.9) -28.6 (-28.5) -29.8 (-29.7)

a Calculated at the RQCISD(T) level of theory with the aug-cc-pVTZ basis set. The values calculated at the UQCISD(T) level with the
same basis set are given in parentheses. b See Figure 1.

Table 2. Equilibrium Constant (Keq in molecule-1 cm3; See Eq 6) of the First Step, Tunneling Factor (Γ) and Rate
Coefficient (k2 in molecule-1 cm3 s-1; See Eq 7) of the Second Step, and Overall Rate Coefficient (kRP in molecule-1 cm3

s-1; See Eq 5) at 298 K of the Reaction Pathway for the Aldehydic H-Atom Abstraction from Acetaldehyde by HO•

method Keq Γ k2 kRP

UQCISD(T) 1.1894 × 10-21 1.0300 3.2768 × 1010 3.8974 × 10-11

RQCISD(T) 1.1894 × 10-21 1.0320 1.4119 × 1010 1.6793 × 10-11

expa 1.6 × 10-11

a Reference 38.
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(0.0011 hartree bohr-3) calculated for this bond critical point
is typically associated with hydrogen-bond-like interactions.
Therefore, it turns out that CXR1 is a hydrogen-bonded
complex.

The hydrogen-bond distance in CXR1 is nearly identical
to that calculated for the prereaction hydrogen-bonded
complex CXR found in the H-atom abstraction of acetal-
dehyde (see Figure 1). In addition, the calculated ∆U (see
Tables 1 and 3) indicate that CXR1 and CXR lie 6.2 and
6.1 kcal/mol, respectively, below the energy of the isolated
reactants. Therefore, the stabilization energy of these hydrogen-
bonded complexes is also nearly identical. Inclusion of the
correction for the BSSE leads to a stabilization energy of
CXR1 toward decomposition into their components of 5.7
kcal/mol.

After forming the prereaction hydrogen-bonded complex
CXR1, the aldehydic H-atom is transferred from the acrolein
to the HO• moiety through the transition-state structure
labeled as TS1, displayed in Figure 3, which has Cs

symmetry. A comparison between the geometries calculated
for TS1 and TS reveals that the bond lengths of the breaking
C-H and forming H-O bonds as well as the C-H-O bond
angle of both transition-state structures are very similar. The
∆U data listed in Table 3 show that TS1 lies 1.7 kcal/mol
below the energy of the reactants and 4.5 kcal/mol above
the energy of CXR1. Inclusion of ZPVE corrections to
energy leads to a ∆E‡(0 K) of -1.1 kcal/mol for the
aldehydic H-atom abstraction from acrolein by HO•. This
value is identical to the ∆E‡(0 K) calculated for acetaldehyde
(see Table 1). However, the ∆G(298 K) data listed in Tables

Figure 2. Schematic energy profiles showing the most relevant structures of the reaction pathways on the ground-state potential
energy surface for the reaction of HO• with acrolein. Relative energy values calculated at the RQCISD(T) level of theory with the
aug-cc-pVTZ basis set.
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1 and 3 show that the Gibbs energies of activation at 298 K
(designated by ∆G‡(298 K)) for the aldehydic H-atom
abstraction from acrolein and acetaldehyde by HO• are
calculated to be 6.3 and 5.7 kcal/mol, respectively.

The IRC calculations showed that TS1 goes backward to
CXR1 and goes forward to give a product complex in which
the already formed water is loosely bound to the CH2d
CHCO radical fragment. The optimized geometry of this
complex, labeled as CXP1 (Figure 3), was characterized as
a true local minimum on the PES. The ∆U data listed in
Table 3 show that CXP1 lies 4.4 kcal/mol below the energy

of the isolated products H2O and CH2dCHC•O (designated
by 2). Inclusion of the correction for the BSSE leads to a
stabilization energy of CXP1 toward decomposition into H2O
and 2 of 3.9 kcal/mol. We did not find an energetic barrier
other than that imposed by the endoergicity for the CXP1
complex to break apart to form the latter products. At this
point we note that the aldehydic H-atom abstraction from
acrolein by HO• is predicted to be exoergic. Thus, according
to Table 3 the energy of reaction at 0 K (designated by ∆Er(0
K)) is calculated to be -27.1 kcal/mol. This exoergicity is
1.9 kcal/mol lower than that calculated for acetaldehyde (see
Table 1).

Concerning the results of the conventional transition-state
theory calculations for the reaction of eq 1 given in Table 4,
first we note that the value of 1.0345 calculated for the
tunneling factor Γ indicates that the tunneling effect in the
reaction of eq 1 is negligible. This feature is contrary to
common belief that for an H-atom transfer process the
tunneling effect should be important. However, it is worth
noticing that for the related reaction of eq 9 the tunneling
effect is also unimportant because the value of Γ is calculated
to be 1.0320 (see Table 2). These unexpected results are
ascribed to the fact that the energy barriers of reactions of
eqs 1 and 9 are broad, as suggested by the small value of
the imaginary vibrational frequency of the corresponding
transition-state structure. Thus, the imaginary frequencies
calculated at the UQCISD/aug-cc-pVDZ level for TS and
TS1 were found to be 207.9i and 221.9i cm-1, respectively.
Second, we note that the rate coefficient at 298 K of 5.7590
× 10-12 molecule-1 cm-3 s-1 predicted for the reaction of
eq 1 is about 1 order of magnitude smaller than the value of
1.6793 × 10-11 molecule-1 cm-3 s-1 calculated for the
reaction of eq 9 (see Tables 2 and 4). Since in both reactions
the tunneling effect is negligible, these results may be
partially explained by the fact that the ∆G‡(298 K) calculated
for the aldehydic H-atom abstraction from acrolein (6.3 kcal/
mol) is 0.6 kcal/mol higher than that calculated for acetal-
dehyde (5.7 kcal/mol).

4.2. HO• Addition to the Acroleine CdC Double
Bond. As for the aldehydic H-atom abstraction, the HO•

addition to the CdC double bond of acrolein begins with
the barrierless formation of a prereaction complex in the
entrance channel (see Figure 2). The optimized geometry of
this complex, labeled as CXR2 (Figure 4), was characterized
as a true local minimum on the PES. The net atomic charges
evaluated by using the Mulliken population analysis of the
effective UQCISD/aug-cc-pVDZ electron density showed an
electron charge transfer in CXR2 of 0.004 e in the direction
acrolein f HO• due to a weak delocalization of the π
electron density of the CdC double bond into the antibonding
σ*(HO) orbital of the HO•. This result indicates that the
dominant attractive interactions holding in association the
acrolein and HO• partners in the CXR2 complex arise mainly
from dispersion forces. Therefore, CXR2 is a van der Waals
loosely bound complex.

As shown in Figure 4, the distance between the oxygen
atom of the HO• moiety and the CdC double bond carbon
atoms of the acrolein moiety are very long (i.e., 2.830 and
2.934 Å). Therefore, the structural perturbation of the two

Figure 3. Selected geometrical parameters of the most
relevant structures of the reaction pathway for the aldehydic
H-atom abstraction from acrolein by HO•. Distances are given
in Å and angles in deg.
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partners in the CXR2 complex is insignificant as compared
with the separated species. The calculated ∆U (see Table 3)
indicate that CXR2 lies 2.7 kcal/mol below the energy of
the isolated reactants. Inclusion of the correction for the

BSSE leads to a stabilization energy of CXR2 toward
decomposition into their components of 2.1 kcal/mol.

After forming the prereaction complex CXR2, the reaction
bifurcates into two different pathways. The lowest-energy
barrier reaction pathway is the addition of HO• to the terminal
carbon atom of the CdC double bond through the transition-
state structure labeled as TS2, displayed in Figure 4. TS2
shows a conserved character of the CdC double bond,
planarity of the π system, and a long distance between the
carbon and oxygen atoms (2.232 Å). Therefore, TS2 is a
reactant-like transition-state structure. The ∆U data listed
in Table 3 show that TS2 lies 2.4 kcal/mol below the energy
of the reactants and 0.3 kcal/mol above the energy of CXR2.
Inclusion of ZPVE corrections to energy leads to a ∆E‡(0
K) of -0.7 kcal/mol for the HO• addition to the terminal
carbon atom of the CdC double bond of acrolein. This value
is 0.4 kcal/mol higher than the ∆E‡(0 K) calculated for the
aldehydic H-atom abstraction by HO•. However, the ∆G(298
K) data listed in Table 3 show that the ∆G‡(298 K) for the
HO• addition to the terminal carbon atom of the CdC double

Figure 4. Selected geometrical parameters of the most relevant structures of the reaction pathway for the HO• addition to the
CdC double bond of acrolein. Distances are given in Å and angles in deg.

Table 3. Relative Energies (kcal/mol) of the Most Relevant
Stationary Points on the Ground-State Potential Energy
Surface for the Aldehydic H-Atom Abstraction by HO• and
the HO• Addition to the CdC Double Bond of Acroleina

stationary pointb ∆U ∆E (0 K) ∆H (298 K) ∆G (298 K)

1-ap + HO• 0.0 0.0 0.0 0.0
CXR1 -6.2 -4.0 -4.4 2.9
TS1 -1.7 -1.1 -1.8 6.3
CXP1 -32.0 -30.0 -29.7 -23.7
2 + H2O -27.6 -27.1 -26.8 -27.9
CXR2 -2.7 -1.7 -1.6 4.7
TS2 -2.4 -0.7 -1.5 7.1
TS3 -0.8 0.8 0.0 8.8
P2 -33.9 -29.7 -30.8 -21.3
P3 -26.8 -23.8 -24.7 -15.4

a Calculated at the RQCISD(T) level of theory with the
aug-cc-pVTZ basis set. b See Figure 2.
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bond of acrolein is 0.8 kcal/mol higher than the ∆G‡(298
K) calculated for the aldehydic H-atom abstraction by HO•.

The IRC calculations showed that TS2 goes backward to
CXR2 and goes forward to give the reaction product of
reaction of eq 2. The optimized geometry of this adduct,
labeled as P2 (Figure 4), was characterized as a true local
minimum on the PES. According to Table 3, the ∆Er(0 K)
for the reaction of eq 2 is calculated to be -29.7 kcal/mol.
This exoergicity is 2.6 kcal/mol larger than that calculated
for the reaction of eq 1.

As can be observed in Figure 2, the addition of HO• to
the central carbon atom of the CdC double bond takes place
through the transition-state structure labeled as TS3, dis-
played in Figure 4. Like as found for TS2, the geometries
of the reactants are only slightly perturbed in TS3, preserving
the planarity of the CdC double bond π system. The distance
between the carbon and oxygen atoms is long (2.141 Å).
Therefore, TS3 is also a reactant-like transition-state struc-
ture. The ∆U data listed in Table 3 show that TS3 lies 0.8
kcal/mol below the energy of the reactants and 1.9 kcal/mol
above the energy of CXR2. Inclusion of ZPVE corrections
to energy leads to a ∆E‡(0 K) of 0.8 kcal/mol for the HO•

addition to the central carbon atom of the CdC double bond.
This value is 1.5 kcal/mol higher than the ∆E‡(0 K)
calculated for the for the HO• addition to the terminal carbon
atom of the CdC double bond.

The IRC calculations showed that TS3 goes backward to
CXR2 and goes forward to give the reaction product of
reaction of eq 3. The optimized geometry of this adduct,
labeled as P3 (Figure 4), was characterized as a true local
minimum on the PES. According to Table 3, the ∆Er(0 K)
for the reaction of eq 3 is calculated to be -23.8 kcal/mol.
This exoergicity is 5.9 kcal/mol lower than that calculated
for the reaction of eq 2.

Our calculations show that the HO• addition to the CdC
double bond of acrolein is a very regioselective reaction. In
fact, the difference of 1.7 kcal/mol between the ∆G‡(298
K) calculated for reactions of eqs 2 and 3 (see Table 3)
clearly indicates that HO• attacks preferentially the less
substituted carbon atom of the CdC double bond. Further-
more, on comparing the calculated overall rate coefficients
in Table 4, it can be seen that at 298 K the HO• addition to
the terminal carbon atom of the CdC double bond is about
19 times faster than the addition to the central carbon atom.
Specifically, the overall rate coefficients at 298 K calculated
for reactions of eqs 2 and 3 lead to a branching ratio of
95.1:4.9, which is in good agreement with experimental data

indicating that at least 80% of the HO• addition takes place
on the terminal carbon atom.12

The overall rate coefficients at 298 K listed in Table 4
show that the rate coefficient predicted for the reaction of
eq 1 (0.57590 × 10-11 molecule-1 cm-3 s-1) is about 3
times as large as that of the reaction of eq 2 (0.18739 ×
10-11 molecule-1 cm-3 s-1) and about 59 times larger than
that of reaction of eq 3 (0.00975 × 10-11 molecule-1 cm-3

s-1). As a consequence, the sum of the rate coefficients at
298 K calculated for the reactions of eqs 1 and 2 (i.e.,
0.76329 × 10-11 molecule-1 cm-3 s-1) is nearly identical
to the value (0.77304 × 10-11 molecule-1 cm-3 s-1) of the
global rate coefficient at 298 K estimated for the reaction of
HO• with acrolein (see Table 4). At this point it is worth
noting that the latter value is roughly in reasonable agreement
with the reported experimental rate coefficients6–10 ranging
from 1.83 to 2.66 × 10-11 cm3 molecule-1 s-1. Furthermore,
the overall rate coefficients at 298 K calculated for reactions
of eqs 1–3 lead to a branching ratio of 74.5:24.2:1.3, which
is in good agreement with experimental data indicating that
about 68% of the HO• reaction with acrolein proceeds via
abstraction of the aldehydic H-atom, with the remainder
occurring via addition to the CdC double bond.12

5. Summary and Conclusions

High level quantum-mechanical electronic structure calcula-
tions (UQCISD and RQCISD(T)) were carried out to analyze
the subtle balance between the different pathways involved
in the HO• reaction with acrolein under atmospheric condi-
tions. The energetic, structural, and vibrational results
furnished by these calculations were subsequently used to
perform conventional transition-state computations to predict
the rate coefficients and the branching ratios of the competing
abstraction and addition reactions. From the analysis of the
results, the following main points emerge.

(1) The first step of all the reaction pathways studied
involves the barrierless formation of a prereaction loosely
bound complex in the entrance channel, lying a few kcal/
mol below the energy of the reactants.

(2) The lowest-energy barrier pathway at 0 K is found to
be the abstraction of the aldehydic H-atom through a
transition-state structure lying 1.1 kcal/mol below the energy
of the reactants. A tunneling factor of 1.0345 at 298 K is
calculated for this H-atom transfer reaction. On the basis of
the small value of the imaginary frequency calculated for
the transition-state structure, this unexpected result is ascribed
to the broad energy barrier of the reaction.

Table 4. Equilibrium Constant (Keq in molecule-1 cm3; See Eq 6) of the First Step, Tunneling Factor (Γ) and Rate
Coefficient (k2 in molecule-1 cm3 s-1; See Eq 7) of the Second Step, and Rate Coefficient (kRP in molecule-1 cm3 s-1; See
Eq 5) at 298 K of the Reaction Pathways for the Aldehydic H-Atom Abstraction by HO• and the HO• Addition to the CdC
Double bond of Acrolein

reaction pathway Keq Γ k2 kRP

reaction eq 1 2.8906 × 10-22 1.0345 1.9923 × 1010 5.7590 × 10-12

reaction eq 2 1.4950 × 10-23 1.1229 1.2534 × 1011 1.8739 × 10-12

reaction eq 3 1.4950 × 10-23 1.1013 6.5421 × 109 9.7535 × 10-14

alla 0.77304 × 10-11

expb 2.0 × 10-11

a Sum of the kRP calculated for the three reaction pathways. b Reference 10.
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(3) After forming the prereaction complex in the HO•

addition entrance channel, the reaction bifurcates into two
different pathways. The lowest-energy barrier pathway at 0
K is the addition of HO• to the terminal carbon atom of the
CdC double bond through a transition-state structure lying
0.7 kcal/mol below the energy of the reactants. The other
pathway leads to the HO• addition to the central carbon atom
of the CdC double bond via a transition-state structure lying
0.8 kcal/mol above the energy of the reactants. In good
agreement with available experimental data, the rate coef-
ficients at 298 K calculated for these HO• addition reactions
lead to a branching ratio of about 95:5.

(4) The sum of the rate coefficients at 298 K calculated
for the three reaction pathways studied is found to be 0.77304
× 10-11 molecule-1 cm-3 s-1. This value is roughly in
reasonable agreement with the reported experimental rate
coefficients. Furthermore, the rate coefficients at 298 K
calculated for the three reaction pathways lead to a branching
ratio of about 75:24:1, which is in good agreement with
available experimental data.
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Abstract: Methods for estimation of pKa values of residues in proteins were tested on a set of
benchmark proteins with experimentally known pKa values. The benchmark set includes 80
different residues (20 each for Asp, Glu, Lys, and His), half of which consists of significantly
variant cases (∆pKa g 1 pKa unit from the amino acid in solution). The method introduced by
Case and co-workers [J. Am. Chem. Soc. 2004, 126, 4167-4180], referred to as the molecular
dynamics/generalized-Born/thermodynamic integration (MD/GB/TI) technique, gives a root-mean-
square deviation (rmsd) of 1.4 pKa units on the benchmark set. The use of explicit waters in the
immediate region surrounding the residue was shown to generally reduce high errors for this
method. Longer simulation time was also shown to increase the accuracy of this method. The
empirical approach developed by Jensen and co-workers [Proteins 2005, 61, 704-721],
PROPKA, also gives an overall rmsd of 1.4 pKa units and is more or less accurate based on
residue typesthe method does very well for Lys and Glu, but less so for Asp and His. Likewise,
the absolute deviation is quite similar for the two methodss5.2 for PROPKA and 5.1 for MD/
GB/TI. A comparison of these results with several prediction methods from the literature is
presented. The error in pKa prediction is analyzed as a function of variation of the pKa from that
in water and the solvent accessible surface area (SASA) of the residue. A case study of the
catalytic lysine residue in 2-deoxyribose-5-phosphate aldolase (DERA) is also presented.

I. Introduction

Ionizable residues play a critical role in many of the
important physical and chemical properties of proteins
including folding and stability,1–3 protein-protein interac-
tions,4 substrate binding,5 and enzymatic reaction mecha-
nisms.6 Consequently, accurate pKa prediction methods are
of great interest for understanding pH-dependent properties
of proteins and in the fields of rational drug and protein
design.7

The pKa value of an ionizable group can vary significantly
from its value in solution due to the altered environment of
the interior of the protein. These variant cases are not only
the most difficult to predict, but are often the most interesting.
One example can be found in the enzyme 2-deoxyribose-5-
phosphate aldolase (DERA), which catalyzes the reaction
shown in Figure 1.8,9 The first step of the reaction involves

nucleophilic attack by unprotonated Lys167. Lysine in
solution is protonated at neutral pH, with a pKa of 10.5. This
value is perturbed to around 7 in the active site of the
enzyme, allowing the reaction to occur. The environment of
Lys167 is quite complicated, making it difficult to predict
the pKa.

The free energy profile of proton binding is dominated
by electrostatic contributions from intraprotein interactions
and protein-solvent interactions.10 Explicit treatment of
electrostatic interactions for every pair of charges in a fully
atomistic model of both protein and solvent is computation-
ally very expensive even with a classical force-field and was
indeed completely infeasible before recent advances in
computer power and electrostatic treatments such as the
particle mesh Ewald procedure.11 Therefore, most of the
current developments in pKa prediction have focused on
implicit electrostatic treatments, especially solutions to the* Corresponding author. E-mail: houk@chem.ucla.edu.
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Poisson-Boltzmann equation (PBE),12–16 which will be
discussed in further detail in the Theoretical Background
section.

This study was designed to test and compare recent
promising pKa prediction methods for the four ionizable
residues Asp, Glu, Lys, and His. We present calculations
from the literature and new calculations using two different
methods: one method introduced by Case and co-workers17

based on molecular dynamics and thermodynamic integration
and another introduced by Jensen and co-workers,18 which
is purely empirical. The benchmark set includes equal
numbers of two different groups of residues: (1) residues
that have an experimental pKa that does not vary significantly
from the amino acid in solution (actually a model compound
in solution; see theTheoretical Background section) with a
∆pKa of <1, referred to as low variants, and (2) residues
that vary significantly with a ∆pKa of g1, referred to as high
variants. A brief theoretical summary of pKa prediction of
residues in proteins is presented, followed by a more detailed
description of the various methods.

II. Theoretical Background

Generally, pKa prediction methods are based on the ther-
modynamic cycle shown in Figure 2.19 The pKa value of a
residue in a protein (pKa,R) is calculated relative to the
experimentally determined pKa of a model compound in

aqueous solution (pKa,M). The model compound is typically
the amino acid side chain with neutral blocking groups meant
to account for the backbone substituent effect in proteins,
which decreases the pKa of titratable residues20 (see Figure
3 in the Computational Methods section). According to the
cycle, the relative pKa can be determined by calculating either
(1) the difference in the free energy change of proton loss
from the residue in the protein, ∆GP(R), compared to proton
loss of the model compound in solution, ∆GH2O(M), or (2)
the difference in the free energy change of the protonated
residue being transferred from the aqueous environment to
the protein environment, ∆GH2O fP(RH) compared to the
unprotonated residue being transferred from the solvent to
the protein, ∆GH2Of P(R-). Both strategies have been used
to predict pKa values.

∆pKa ) (pKa,R - pKa,M)) 1
2.3

RT [∆GP(R)-∆GH2O(M)]

) 1
2.3

RT [∆GH2OfP(R-)-∆GH2OfP(RH)] (1)

Most studies report a root-mean-square deviation (rmsd)
from experiment of e1 pKa unit. However, this is somewhat
misleading considering that most of the data are dominated
by residues that are on the surface of the protein or residues
that do not have strong neighboring intramolecular interac-
tions and, therefore, do not generally vary significantly
from the pKa value of the model compound in solution.
Residues that do vary substantially from pKa,M typically have
more complex interactions and are therefore more difficult
to model accurately.

As mentioned in the Introduction, solving the electrostatics
for a fully atomistic model of a macromolecule such as a
protein in solution is computationally quite expensive, due
to the long-range nature of electrostatic interactions. Most
methods have focused on decreasing this cost by introducing
approximations to the full electrostatic treatment. The free
energy changes in eq 1 are generally treated as purely
electrostatic and can be broken down and evaluated in a
number of ways. For example, Demchuk and Wade21

describe the free energy change of transferring the protonated
(or unprotonated) residue from the aqueous to the protein
environment in this way:

Figure 1. Mechanism of 2-deoxyribose-5-phosphate aldolase as proposed by Heine et al.8,9

Figure 2. Thermodynamic cycle used to calculate pKa shifts.
MH refers to the model compound in aqueous solution, P-RH
refers to the residue in the protein environment. pKa,R is the
pKa value for the residue in the protein, and pKa,M is the pKa

of the model compound in aqueous solution. The change in
pKa is calculated as shown in eq 1.
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∆∆G (MHf P-RH))∆∆GBorn +∆∆GBoltzmann +
∆∆Gdipole +∆∆Gcharge (2)

where ∆GBorn is the free energy to transfer a charge from
deionized solvent to a neutral cavity with no permanent
dipoles, ∆GBoltzmann represents the charge-charge interaction
with the solvent-ions, ∆Gdipole is the charge-charge interac-
tion with the permanent dipoles, and ∆Gcharge is the
charge-charge interaction in the protein.

In order to accurately calculate these free energies, one
must account for a number of effects in both the solvent
and in the protein, including induced dipoles,22,23 structural
relaxation,24 Debye-Hückel screening,25 and hydrogen bond-
ing.26 There are two ways to deal with these effects, either
implicitly, treating them as an average macroscopic property,
or explicitly, treating them as a microscopic property. The
most popular methods follow a hybrid approach by ap-
proximating some or all of these effects implicitly and some
explicitly. Many of these methods solve the linearized
Poisson-Boltzmann equation (LPBE)27,28 using numeric
finite difference techniques.29,30 In this framework, the
protein is modeled as a low dielectric cavity with an assigned
“protein dielectric” constant and is surrounded by a high
dielectric medium, such as water, in which the distribution
of counterions is described by a Boltzmann distribution. The
electrostatic potential of the protein and solvent are calculated
and the interaction energy is obtained by assigning fixed
atomic charges in the protein and calculating the interaction
with the protein and solvent potentials. These calculations
are typically done using a molecular mechanics force-field,
while the boundary between protein and solvent is deter-
mined by the atomic coordinates of the protein or model
compound.

The Poisson-Boltzmann (PB) methods vary in which
effects are modeled explicitly and which are approximated
by adjusting the protein dielectric parameter. Assignment of
the protein dielectric remains controversial, and values
between 2 and 80 have been reported.10,28,31–33 Presumably,
a large protein dielectric can account for the protein
relaxation and screening of electrostatic interactions;24,34–36

this works well for solvent exposed residues and residues
without significant protein charge-charge interactions, but
less so for residues with more complex interactions. Theo-
retically, the more microscopic detail included in the model,
the smaller the protein dielectric should be. If all interactions
are treated explicitly, a protein dielectric equal to 1 (vacuum)
should be used.

Demchuk and Wade21 evaluated the effect of varying the
protein dielectric and found that a homogeneous dielectric
is not sufficient to account for the loss of microscopic detail
for all residues and that the appropriate dielectric constant
depends on the extent of solvent exposure. Recent methods
have begun to account for the heterogeneity of the protein
reaction field by introducing varying degrees of microscopic
detail. Some methods retain the macroscopic continuum
approach but modify the potentials used to calculate the
interaction energy. Other methods account for structural
reorganization by incorporating conformational sampling
techniques such as molecular dynamics or Monte Carlo
sampling. There are also examples of fully atomistic models

that treat all the interactions explicitly. Specific examples
are discussed in the Description of Methods section.

The importance of choosing an appropriate benchmark set
has been previously discussed.37 If a benchmark study is
dominated by surface residues (typically low variants), any
model that employs a high protein dielectric constant will
appear to give accurate results, since the pKa of the model
compound is also modeled in a high dielectric medium, such
as water. For example, if a benchmark set includes a majority
of low variants, even a model that predicts every Asp residue
to have a pKa of 4 (∆pKa ) 0) will appear to be a good
model regardless of whether it models more complex
interactions properly. Presumably, it is important for a
benchmark to include a significant number of high variants
in order to test the ability of the model to predict unscreened
charge-charge interactions.

Figure 3. Model systems used for Asp, Glu, Lys, and His.
The circled atoms were perturbed in the thermodynamics
integration calculations for both the model system in water
and the side chain in protein. The top number is the partial
charge of the atom in the protonated state, the middle number
is the charge in the unprotonated state, and the bottom
number is the difference between the two (with some modi-
fications to make sure that the total change was -1). Atoms
were perturbed if the charge difference between the charged
and uncharged state was >0.05.
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III. Description of Methods

This section provides a description of some of the recent
most promising approaches to calculating pKa values. The
methods that are later compared in the Results and Discussion
section are introduced, as well as several other methods of
interest.

A. Methods Addressing Protein Dielectric Heterogene-
ity. Mehler and Guarnieri developed a potential that analyzes
the unique microenvironment surrounding each residue.38

Specifically, they characterize the hydrophilicity or hydro-
phobicity around each titratable residue and use this informa-
tion to modify the electrostatic potential at each site. Their
method is based on sigmoidally screened Coulomb potentials
(SCP) and requires less computational effort than solving
the full LPBE. An rmsd of 0.5 pKa units is reported for the
method for a benchmark set of 103 experimental values in
seven proteins.

Wisz and Hellinga addressed the issue of dielectric
heterogeneity by introducing geometry-dependent dielectric
constants for each pairwise interaction.39 They also fit their
model to an extensive set of experimental values to determine
empirical parameters that take into account local structure.
The benchmark set includes 260 ionizable residues in 41
different protein crystal structures. An rmsd of 0.95 pKa units
is reported.

B. Methods Addressing Conformational Sampling. Si-
monson and co-workers recently used a combined PB/linear
response approximation (LRA) approach using molecular
dynamics simulations to account for structural relaxation.40

They predict the pKa value for three different residues, two
of which are high variants, using a small protein dielectric
of 1 and 2. The average value from two calculations (with
the dielectric equal to 1 or 2) gives an rmsd of 1.5 pKa units.
Pokala and Handel introduced the EGAD program as a
method for protein design, and tested their electrostatic
calculations against a benchmark set of experimental pKa

values.41 A generalized-Born (GB) continuum model was
used,42 which is a much faster approximation to the PBE.
This method is combined with a self-consistent mean field
(SCMF) approach for rotamer optimization to account for
side-chain relaxation. The reported rmsd is 0.92 pKa units
for 200 ionizable groups from 15 proteins. Gunner and co-
workers published a method which combines Monte Carlo
sampling with continuum electrostatics using a protein
dielectric of 4 to give a reported rmsd of 0.83 pKa units for
166 residues in 12 proteins.43

C. Methods Avoiding Protein Dielectric. Other methods
attempt to avoid the errors incurred by using the protein
dielectric as an approximation to the dielectric response. Merz
used molecular dynamics/free energy perturbation simula-
tions to calculate pKa values with somewhat limited success,
giving an rmsd of 2.8 pKa units for 2 residues.44 Molina and
co-workers recently developed an accurate quantum mechan-
ics/molecular mechanics (QM/MM) method, which calculates
the reaction path of proton loss using quantum mechanics
to model the active residue while the rest of the system is
treated with a molecular mechanics force-field.45 They report
an rmsd of 0.3 pKa units for five experimental values. This
is also the most expensive method that we have discussed

due to the inclusion of quantum mechanical electronic
structure calculations. The development of QM/MM tech-
niques using free energy perturbation to predict pKa values
has been pursued by others, including Cui and co-workers.46

Most of these have met limited success or have not been
tested on a benchmark set of significant size.

D. PROPKA and MD/GB/TI, Two Extremes in Com-
putational Prediction of pKa’s. Two methods were tested here
for our complete benchmark set, and these were also
compared to values computed in the literature by other
methods.

PROPKA. The PROPKA method is an empirical approach
to calculating pKa values developed by Jensen and co-
workers.18 It involves standard parameters for adjustments
to the pKa by residues in the vicinity of the ionizable group.
The method is extremely fast and has a reported rmsd of
0.89 pKa units. The benchmark set used to test the method
includes experimental values for 314 residues in 44 proteins.
The pKa value is calculated by adding “environmental
perturbations” to the pKa value of the model residue in
solution (pKa,model) (these perturbations are referred to as ∂pKa,
not to be confused with the ∆pKa that has been discussed
previously as the change in pKa from solution to protein):

pKa ) pKa,model + ∂pKa (3)

where ∂pKa is the sum of the individual perturbations.
Perturbations are calculated for three environmental factors:
hydrogen bonding, desolvation effects, and charge-charge
interactions. Each hydrogen bond is assigned a perturbation
value (∂pKa) described by a simple distance/angle function
multiplied by an empirically determined parameter. The
perturbation value for desolvation effects is determined by
assessing how many protein atoms are within a given
distance of the ionizable residue and multiplying by a
parameter. Charge-charge interactions between buried pairs
of residues are incorporated in a similar waysa perturbation
value is assigned for each charged residue within a given
distance and multiplied by an empirically determined pa-
rameter. The final pKa is calculated by adding all of the
perturbations to the pKa,model value. The parameters for each
perturbation type were optimized empirically. This method
is especially attractive for high throughput applications such
as protein design.

MD/GB/TI. Case and co-workers recently published a
method of pKa prediction for protein residues using molecular
dynamics free energy calculations to simulate a fully
atomistic description of the entire protein.17 While the protein
electrostatics and other nonbonded forces are explicitly
modeled in all of the simulations with a molecular mechanics
force-field, the solvent is modeled either explicitly, as a
periodic water box using the TIP3P water model,47 or
implicitly, using the generalized-Born (GB) continuum water
model.48 The GB model is an approximation to solving the
PB equation. Free energies are calculated with the thermo-
dynamic integration (TI) technique (see the Computational
Methods section for a description of TI). This method will
be referred to as the molecular dynamics/generalized-Born/
thermodynamic integration (MD/GB/TI) technique. The
authors report an rmsd of approximately 1 pKa unit using
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the MD/GB/TI method for three aspartic acid residues, two
of which were previously shown to be very difficult to predict
with other methods, including the LRA study discussed
above in the Methods Addressing Conformational Sampling
section.40 Here, we explore the performance of this method
more generally.

IV. Computational Methods

A. Preparation of Protein Atomic Coordinates. All atomic
coordinates were downloaded from the PDB database, and
the files were manually stripped of any solvent molecules,
cofactors, metal ions, or inhibitors. The PDB identifiers and
protein names in our benchmark set are the following, with
corresponding references to the experimental pKa determi-
nation: 4LZT hen egg-white lysozyme,49,50 2RN2 bacterial
RNase H,51,52 1PPF turkey ovomucoid inhibitor,53,54 1BEO
fungal beta-cryptogein,55 1PGA bacterial protein G B1
domain,56 3RN3 bovine RNase A,20,57 1DE3 fungal RNase
alpha-sarcin,58 2TRX bacterial thioredoxin (oxidized),59

1A2P bacterial barnase,60 1ANS sea anemone neurotoxin
III,61 1RGA fungal RNase T1,62,63 1HNG rat CD2,64 1XNB
bacterial xylanase,65 2SNM bacterial nuclease mutant,66

1BTL bacterial beta-lactamase,67 1MUT bacterial MutT,68

1NFN human Apo E3,69 1FEZ bacterial phosphonoacetal-
dehyde hydrolase,70 1GS9 human Apo E4,71 1LE2 human
Apo E2,70 1NZP human DNA polymerase lambda lyase
domain,72 2BCA bovine calbindin D9K,73 2EBX snake
erabutoxin b,74 3SSI bacterial proteinase inhibitor Ssi,75

1STN bacterial nuclease,76 1ERT human thioredoxin (re-
duced),77 1DG9 bovine PTPase,78 1L54 phage T4 lysozyme
mutant,79 2LZM phage T4 lysozyme.80

B. PROPKA Calculations. PROPKA is a freely accessible
program provided by the Jensen group at the University of
Copenhagen.18 Here, we used the web-based version PROP-
KA1.0.1.81 Atomic coordinates can be retrieved from the
PDB database by entering the PDB code or uploaded
manually in the PDB format directly from the browser.
Structures are automatically stripped of all nonprotein
molecules, and the program calculates the pKa for every
ionizable residue (Asp, Glu, His, Lys, Tyr, Arg) in the protein
within seconds. Here, the PDB files were edited manually
to remove all nonprotein atoms, and, in the case of NMR
structures or structures with more than one conformation for
any residue, an average structure was submitted to the site.
The program output reports the pKa values and the various
environmental perturbations used in the calculation.

C. MD/GB/TI Calculations. Protein Calculations. Protein
crystal structures were downloaded from the PDB database,
and the initial protonation states for each of the ionizable
residues were assigned before running the molecular dynam-
ics (MD) simulations. PROPKA, which predicts the pKa

values of Asp, Glu, Lys, His, Tyr, and Arg, was used for
this purpose (generally speaking Tyr and Arg do not change
protonation states in proteins; Asp, Glu, and Lys change
protonation states rarely; and His is found quite frequently
in either protonation state due to its “normal” pKa of 6.3).
The ionization state was determined from the PROPKA
output: Asp, Glu, or His with predicted pKa > 6.8 were

protonated while Lys, Tyr, or Arg with values <7 were
unprotonated in the MD simulations.

The MD simulations were performed with AMBER 8.0,82

which includes a thermodynamic integration utility. Addition
of some explicit waters improved results in certain cases (see
the Results and Discussion section). Waters were added to
the crystal structures using the AMBER module XLeap. The
solvatecap command was used to add waters (model WAT)
to within an 8 Å radius around the given residue with a van
der Waals closeness parameter of 0.4 Å. This generally
resulted in addition of 10-20 water molecules.

The OBC version (named for the authors: Onufriev,
Bashford, and Case)83 of the GB implicit solvent model was
used. Two GB radii were testedsmbondi and mbondi2 as
defined in the AMBER 8.0 literature.82 Two AMBER force-
fields were testedsff99 and ff03. On the basis of the results
of preliminary tests, ff03 and mbondi2 were used for the
calculations reported here.

The thermodynamic integration utility was used to calcu-
late the free energy change on going from the protonated
state of the residue in question (λ ) 0) to the unprotonated
state (λ ) 1). The integral describing the free energy change
shown in eq 4 can be solved numerically as shown in eq 5.
Dynamics were performed for three values of λ (0.11270,
0.5000, 0.88729). Equation 5 was solved with the corre-
sponding weights (ω) of 0.27777, 0.44444, 0.27777, respec-
tively, for each λ value. These values of λ and the weights
have been determined to be optimal for calculating the free
energy difference in a thermodynamic integration scheme.84

Equation 6 describes the dependence of the potential function
on λ, where V0 is the Hamiltonian in the original protonated
state and V1 is the Hamilitonian in the unprotonated state
and is referred to as linear mixing.82

∆G )G(λ) 1)-G(λ) 0))∫0

1 〈 ∂V
∂λ 〉 (4)

∆G ≈ ∑
i)1

n

ωi 〈 ∂V
∂λ 〉 i

(5)

V(λ)) (1- λ)V0 + λV1 (6)

Equilibration dynamics were run for 200 ps, and produc-
tion dynamics were run for an additional 200 ps. No restraints
were used and the proteins were free to fluctuate. All protein
structures were examined at the end of the simulations for
structural integrity, which was maintained in all cases when
the GB solvent model was used. There were rare instances
when the protein structure denatured with the addition of
some internal explicit water molecules, and these cases were
not used in the benchmark set.

The change in protonation state is represented as a total
change in charge of -1 (change in the van der Waals
contribution from the disappearing proton is ignored). The
change in charge is confined to the residue in question by
altering the partial charges of specific atoms in the residue.
Figure 3 shows the partial charges for each residue type for
both the protonated and unprotonated states (the figure shows
the model compound, but the same charges were used for
both the model compound in solution and the residue in the
protein).
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Model Calculations. The model compounds are shown in
Figure 3 and include the titratable amino acid with sCON-
HCH3 andsNHCOCH3 blocking groups. The change in free
energy required to deprotonate the model compound in
solution (∆GH2O(M) in eq 1) for each residue type is
determined using the same MD/GB/TI methodology as
described above for protein residues. The value for
∆GH2O(M) for each residue type is calculated once and used
as a reference to calculate the ∆pKa for each protein residue
in the benchmark set, using the following intrinsic pKa values
for each residue type (pKa,M in eq 1): Asp 4.0, Glu 4.4, Lys
10.5, and His 6.3.28

SASA Calculations. The percent of solvent accessible
surface area (SASA) for each residue in the benchmark set
was calculated with the program GETAREA 1.1.85 GETAR-
EA is a freely accessible web-based program provided by
the Sealy Center for Structural Biology at the University of
Texas.86 Protein atomic coordinates must be supplied in PDB
format and uploaded to the site for calculation. The same
PDB files that were used for the PROPKA calculations were
uploaded to the GETAREA Web site, and the SASA per
residue was calculated simultaneously for every residue in
the protein. The percent SASA is reported as the ratio of
the side-chain surface area to the “random coil” surface area
for that residue type. The random coil value of residue type
X is defined as the average surface area of X in the tripeptide
Gly-X-Gly in an ensemble of 30 random conformations. The
values are listed in the GETAREA manual.87

V. Results and Discussion

A. Guide to Table 1. The calculated ∆pKa values for 80
residues in 30 different proteins are presented in Table 1.
The table is split into 4 subtables for residue types Asp, Glu,
Lys, and His. For each type, there are 10 residues that are
experimentally known to be high variants (∆pKa g 1), and
10 residues that are low variants (∆pKa < 1). The high
variants are shown in bold face font. The data from columns
labeled “MD/GB/TI w/waters”, “MD/GB/TI w/out waters”,
and PROPKA were obtained in this work. The other columns
represent values taken from the literature. Columns labeled
“err” are the difference between predicted and experimental
∆pKa values. The root-mean-square deviation (rmsd), mean
absolute deviation (MAD), and maximum absolute deviation
(MAX) from the experiment are shown in red in the bottom
three rows and are calculated first according to residue type,
and also as a total for all residues in blue at the end of the
four tables. The reported values are ∆pKa values, where ∆pKa

) pKa,R - pKa,M. The MD/GB/TI and PROPKA methods
were tested on the entire benchmark set. The other methods
listed in Table 1 did not have data available for every residue
in the benchmark set used here. The number of values used
to calculate the rmsd and MAD are noted in parentheses.
The first column is color-coded to show the extent of solvent
accessibility. The percent SASA for each residue was
calculated as described in Computational Methods: purple
indicates <20% accessibility, green is >50% accessibility,
and blue is e50% or g20%.

B. Methods. MD/GB/TI. The total rmsd of 1.4 pKa units
for the MD/GB/TI method using only the GB solvent model
is relatively high compared to the PB methods. The GB
approximation accounts for the solvent in a continuum way
and does not always accurately model microscopic interac-
tions such as hydrogen bonding. The worst predictions (noted
with an asterisk in Table 1), with an error g1.5 pKa units,
were repeated with some explicit waters around the residue
in question, as described in Computational Methods. The
new values where the explicit water calculations were
performed are entered in the column labeled “MD/GB/TI
w/waters” in Table 1, but the entire benchmark set was not
rerun with explicit waters due to the additional computational
cost. Inclusion of explicit waters generally improved the
predictions. The rmsd value for the 21 residues that were
repeated was reduced from 2.4 to 1.9 pKa units, without and
with waters, respectively. The maximum absolute deviation
was also significantly reduced from 5.1 to 2.5. In several
cases, inclusion of explicit waters did not change the
prediction significantly. When the predictions did change
significantly, they were generally improved: 1DE3 Glu96,
1FEZ Lys53, 1NZP Lys312, 1STN His121, 4LZT His15,
3RN3 His48, 1DE3 His104. Exceptions to this include 4LZT
Glu7 and 1DE3 His137, which were predicted somewhat less
accurately with explicit waters. Inclusion of some explicit
waters in the interior of the protein was used previously with
a PB method.88 The results from that study showed that
experimental pKa values could be predicted with a smaller
protein dielectric when several explicit waters were used,
indicating a more accurate microscopic model.

Figure 4 shows a plot of the data for the MD/GB/TI
method without explicit waters. The experimental ∆pKa,exp

are plotted against the predicted ∆pKa,predict values. The least-
squares line through the origin is shown in solid black. The
dashed line has a slope of 1 and is shown for comparison.89

The R2 value is 0.48, indicating that the two variables share
48% of their variability in common. Most of the data points
fall above the dashed line in both of the plots. This indicates
that the MD/GB/TI method generally overestimates the pKa

regardless of residue type. For example, Lys66 of PDB entry
2SNM was predicted to have a change in pKa of -3.1, while
the experimental value is -4.1. This means the actual pKa

value is predicted to be 7.4, which is higher than the
experimental value of 6.4. The same is true for the majority
of the MD/GB/TI predictions and may be the consequence
of a systematic error in the method.

The method followed here involved a 200 ps equilibration
and 200 ps production simulation for each value of λ. The
issue of convergence was explored for several residues by
extending the production run to 1 ns for each value of λ.
The residues were the following: 1A2P Glu60, 1L54 Lys102,
4LZT His15, 3RN3 Asp14, and 3RN3 His48. For two of
the cases, Glu60 and Asp14, the calculated ∆pKa did not
change significantly (<0.5 pKa units). The other three
predictions, Lys102, His15, and His48 were significantly
improved by 1, 1.6, and 1.2 pKa units, respectively. This
indicates that many of the runs may not be fully converged
and longer simulations may further reduce the error associ-
ated with this method. The entire benchmark set was not
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pKa Predictions for Residues in Proteins J. Chem. Theory Comput., Vol. 4, No. 6, 2008 957



Table 1. Continued

958 J. Chem. Theory Comput., Vol. 4, No. 6, 2008 Stanton and Houk



Table 1. Continued

pKa Predictions for Residues in Proteins J. Chem. Theory Comput., Vol. 4, No. 6, 2008 959



Table 1. Continued

a Root mean squared deviations (rmsd), mean absolute deviation (MAD), maximum absolute deviation (MAX) for predicted pKa values
are shown in red for each residue type. b Numbers in parentheses represent the number of values used to calculate rmsd, MAD, MAX.
∆pKa ) pKa,R - pKa,M from eq 1, where pKa,R is the residue in the protein and pKa,M is the model compound in solution. The values for
pKa,M that were used for the model compound for each residue type were the following: Asp 4.0, Glu 4.4, Lys 10.5, His 6.3. Experimental
∆pKa values in bold indicate residues whose experimental pKa values vary more than 1 pKa unit from their “normal” value in solution. PDB
codes are color coded as follows: purple, buried residues (accessibility <20%); green, surface residues (accessibility >50%); blue,
intermediate residues (20-50%).17,18,38,39,41,43,45 c Catalytic residues. / Included several explicit water molecules as described in the
Computational Methods section.
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rerun due to the added computational cost. The path
dependence of the change in free energy (i.e., forward
reaction versus backward reaction) was also explored for two
residues: 1A2P Glu60 and 1XNB Asp11. The free energy
change was not shown to be significantly path-dependent in
either case, with a difference in the free energy changes of
<0.2 kcal/mol.

PROPKA. The PROPKA method has a relatively high total
rmsd of 1.4 pKa units compared to the PB methods, but has
an equivalent rmsd as compared to the MD/GB/TI method.
The breakdown per residue, however, shows that the method
works better for Glu and Lys residues with an rmsd of close
to 1.0 for both of these residue types. The maximum absolute
deviation is also relatively low for Glu and Lys, 2.0 and 2.1
pKa units, respectively. It fares somewhat worse for Asp with
an rmsd of 1.3 and MAX of 4.4 and fares much worse for
His with an rmsd of 2.2 and MAX of 5.2.

Figure 5 shows the same type of plot for PROPKA as is
shown in Figure 4 for MD/GB/TI. The first plot shows the
data for all residue types. The correlation is weaker than for
MD/GB/TI, with an R2 value of 0.28, indicating worse
predictive power by PROPKA. The difference between
means of the PROPKA data set and the MD/GB/TI data set
is statistically significant at the 0.05 level (p-value < 0.0001).

A look at the same data plotted per residue type shows
differences in predictions for the different residue types. Glu
has the best correlation (R2 is 0.49), followed by Lys (R2 is
0.48) and Asp (R2 is 0.48), and His (R2 is 0.12), respectively.
It appears that, for many of the His cases, the “local
desolvation” effects that reflect the degree of burial in an
area 4-5 Å surrounding the residue are significantly over-
estimated and reduce the pKa considerably more than any
of the other contributors that PROPKA estimates (i.e.,

Coulomb interactions and hydrogen bonding with nearby
residues). One of the worst His predictions (His12 of RNase
A, PDB code 3RN3), with an error of -4.2 pKa units, is
discussed in the Jensen paper.18 The pKa for this residue is
known experimentally to be dependent on salt concentra-
tion.56 The lack of explicit interactions between the residue
and ions in the solvent is blamed for the poor prediction.
The MCCE method also had trouble with this residue, giving
an error of -2.0. However, three other methods were able
to predict the change in pKa within 1 unit, so it is unlikely
that explicit consideration of salt-residue interactions is
required for this residue.

The worst PROPKA prediction for Asp in this benchmark
set is Asp75 of barnase (PDB 1A2P), with an error of -4.4
pKa units. It is the worst Asp prediction in the Jensen study
as well. The error in this case is blamed on particularly strong
interactions with two nearby Arg residues. It is probably due
to the double-counting of interactions with both Arg residues.
The EGAD method also had a problem predicting the pKa

of this residue. However, three of the methods were able to
predict the change in pKa to within 1 unit.

A closer look at the plot for Lys predictions reveals that
PROPKA tends to predict no change in pKa for lysine. In
fact, 40% of the Lys residues were predicted to have zero
change, despite the fact that none of them actually had an
experimental change of zero. This tendency can be explained
by the observation that PROPKA predicted the majority of
lysines to be surface residues. Charge-charge interactions
for surface residues are not calculated in the PROPKA
method, and few of the lysines in the benchmark set had
hydrogen bonding interactions, leading to an unchanged pKa.
This might suggest that the criterion for a lysine residue to
be considered buried is too stringent, or perhaps a third
category between surface and buried would be useful.

The poor performance in some cases is probably due to
lack of sampling, and incorporation of some type of sampling
technique would most likely improve PROPKA predictions.
The method shows great promise considering it is entirely
empirical and the calculations take only seconds. The
performance is quite comparable to the MD/GB/TI method,
which took between 24 and 48 h per residue on a single
Pentium III processor depending on protein size. In this
study, PROPKA was used to assign initial protonation states
before the MD/GB/TI calculations were performed, since the
correct direction of pKa change was predicted for 82% of
the benchmark set (80% for His, which has the highest rmsd).

Other Methods. The geometry-dependent dielectric method
of Hellinga and co-workers39 has a low total rmsd of 1.1
for this benchmark set. It also has the most reported values
in common with this benchmark sets65 out of 80. For this
reason, a comparison between this method and the PROPKA
and MD/GB/TI methods is the most valid. The maximum
absolute deviation, 3.2 pKa units, is comparable to that for
MD/GB/TI method (with explicit waters), 2.6, and much
lower than for PROPKA, 5.2.

The microenvironment SCP method of Mehler and Guarni-
eri38 has the lowest rmsd of the PB methods, 0.7 pKa units,
calculated with 43 of the 80 benchmark residues. It was also
the only method that predicted His residues with a better rmsd

Figure 4. Plot of the predicted ∆pKa versus experimental
∆pKa values from Table 1 for the MD/GB/TI method with no
explicit waters (under heading “MD/GB/TI w/out water”). ∆pKa

is defined as ∆pKa ) pKa,R - pKa,M from eq 1. The values
used for pKa,M are Asp 4.0, Glu 4.4, Lys 10.5, and His 6.3.
The plot contains 80 data points that were fitted linearly with
a trendline. The resulting equation is shown with the corre-
sponding R2 value. The dashed line has a slope of 1 for
comparison.
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(0.5) and MAX (1.3) than its overall values. The EGAD method
and the MCCE method have a comparable total rmsd of 1.2
and 1.4, respectively. These values are slightly higher than their
reported values of 0.92 and 0.86 pKa units. The discrepancy is
most likely due to the demanding nature of this benchmark set,
which contains a high ratio of buried versus surface residues
(21/32). The maximum absolute deviations for EGAD, 3.3, and
MCCE, 4.3, are slightly higher than the other PB methods. The
QM/MM method has the lowest rmsd, 0.3, and the lowest
maximum absolute deviation, 0.5. However, there are only
seven entries in Table 1 for this very expensive method, and
none of which are buried residues. It would be interesting to

see if QM/MM methods can maintain an extremely low rmsd
even with buried residues.

C. Variance and SASA. The variance referred to here is
the absolute change in pKa on going from solution to protein.
Special care was taken to choose a benchmark set that contains
equal numbers of low and high variants, as mentioned in the
Introduction. The assumption is that predicting high variants is
more difficult, due to the complexity of interactions that cause
a large change in pKa. However, the data from this benchmark
test do not show any such relationship. The error was plotted
versus the variance (data not shown) giving a very small R2

value of 0.05.

Figure 5. Plots of the predicted ∆pKa versus experimental ∆pKa values from Table 1. ∆pKa is defined as ∆pKa ) pKa,R - pKa,M

from eq 1. The last plot includes all 80 data points, while the remaining plots show the 20 data points for each residue type. In
each case, the data were fitted linearly with a trendline. The resulting equation is shown for each graph with the corresponding
R2 value. The dashed line has a slope of 1.
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Another property that was explored here is the solvent
accessible surface area (SASA). The importance of the SASA
in determining the transfer energy associated with moving a
compound from polar solvent to nonpolar solvent has been
well established.90–92 The thermodynamic cycle in Figure 2
shows why SASA is important for the calculation of pKa’s.
As noted in the Introduction, the relative pKa can be
calculated by comparing the change in energy of transferring
the protonated and unprotonated residue from solvent to
protein. The relationship between error and the percent SASA
was explored in Figure 6. It was expected that the error would
decrease with increasing SASA, since buried residues have
very different interactions than the model compound in
solution.

The MD/GB/TI and PROPKA methods were plotted
separately, and a third plot contains all the data from Table
1. The plot of all the data shows the expected trendsas the
residues are more exposed to solvent (going from left to right
on the x-axis), the error becomes closer to zero and predicting
the change in pKa becomes easier. The correlation is
statistically significant (p-value < 0.0001; i.e., assuming the
correlation is just chance, the probability of getting the results
we did is less than 0.01%). Despite the statistical significance,
the relationship is surprisingly weak, as indicated by a small
R2 value of 0.11. The PROPKA data show a stronger
relationship with an R2 value of 0.16 (p-value < 0.0001),
while the MD/GB/TI data shows a significantly weaker
relationship with an R2 value of 0.05 (p-value is 0.02). The
fact that SASA is a better predictor of error for PROPKA
than for MD/GB/TI makes sense, since the latter method is

not parametrized with a set of data that is largely dominated
by surface residues, as is the case for PROPKA. When the
points corresponding to MD/GB/TI method are removed
from the all data plot in Figure 6, the R2 value is increased
to 0.12, showing a stronger relationship between error and
SASA. However, the other methods do not collectively show
as strong a relationship as PROPKA.

Ionic Strength and pKa Dependence. One source of error in
pKa prediction is the ability to model accurately the effect
of the surrounding ionic strength in solution. While most
pKa’s are not highly dependent on ionic strength, one residue
in particular that was used in this benchmark is known
experimentally to be sensitive to salt concentration. The pKa

of Glu10 in turkey ovomucoid third domain is known to
increase by 0.8 pKa units on going from 1 M KCl to 1 mM
KCl.52 This relationship was probed using the MD/GB/TI
method. The pKa was predicted to increase by 0.7 pKa units,
indicating that this method can accurately model the effects
of ionic screening, despite the implicit representation of ions
in solution. However, in this case, it is known experimentally
that conformational changes and not direct ionic interactions
are responsible for the change in pKa. For the latter
interaction, an explicit representation is probably desirable.
There is also evidence that the effect of salt concentration
on pKa’s cannot be entirely accounted for by an ionic
screening model.93 However, this simple model was suf-
ficient in this example.

D. Case Study: 2-Deoxyribose-5-phosphate Aldo-
lase. Aldolases catalyze stereoselective reactions that involve
carbon-carbon bond formation. This characteristic has been

Figure 6. Plots of the calculated error versus the percent of solvent accessible surface area (SASA). (top) Results for the
benchmark set including all the methods from Table 1. (bottom, left) Results for the benchmark set from only PROPKA calculations
with 80 data points. (bottom, right) Results for the benchmark set from only MD/GB/TI calculations with 80 data points.
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exploited in the biocatalysis of useful products.94,95 One well-
studied aldolase is 2-deoxyribose-5-phosphate aldolase
(DERA). As mentioned in the Introduction (see Figure 1),
DERA catalyzes the aldol reaction of acetaldehyde and
D-glyceraldehyde 3-phosphate to form 2-deoxyribose-5-
phosphate. The first step of the reaction involves nucleophilic
attack by an unprotonated lysine. Experimental isolation of
the carbinolamine and Schiff base intermediates has proven
that Lys167 is the catalytic active site residue.8 Though the
pKa of Lys167 has not yet been determined experimentally,
the pKa must be close to 7 in order for the reaction to occur.
The pKa was calculated with the MD/GB/TI method to be
6.9 (∆pKa ) -3.5). PROPKA predicted the pKa of Lys167
to be 7.7. Figure 7 shows the active site of DERA, with
Lys167 highlighted in blue. There is an intricate network of
hydrogen bonds involving two aspartic acids, three lysines,
and a crystal water. In the crystal structure, Lys167 is
hydrogen bonded to one of the aspartates and the water. A
neutral lysine would be favored in that position since the
nearby aspartates are already ion-paired with other lysines.
This case is an example where the MD/GB/TI and PROPKA
methods can be used to identify possible catalytic residues.

VI. Conclusions

The benchmark set was chosen to include equal numbers of
high (∆pKa g 1 from solution to enzyme) and low (∆pKa <
1 from solution to enzyme) variants, with the assumption
that it is more difficult to predict high variants since the
interactions that produce a change in pKa are difficult to
model. However, the variance was not shown to be a good
predictor of the error in pKa calculations. The SASA proved
to be a somewhat better predictor and did show the expected
trend of decreasing error with increasing solvent accessibility
for all methods except for MD/GB/TI, which did not have a
significant correlation.

Most recent methods for predicting pKa values report
an rmsd near 1 pKa unit. The methods studied here and
their corresponding total rmsd values for this benchmark
set are the following: the MD/GB/TI method of Simonson
et al.17srmsd 1.4 with 80 values; the PROPKA method
of Jensen and co-workers18srmsd 1.4 with 80 values; the
geometry-dependent dielectric method of Wisz and
Hellinga39srmsd 1.1 with 65 values; the microenviron-

ment SCP method of Mehler and co-workers26srmsd 0.7
with 43 values; the EGAD method of Pokala and
Handel41srmsd 1.2 with 32 values; the MCCE method
of Georgescu et al.43srmsd 1.4 with 50 values; and the
QM/MM method of Molina and co-workers45srmsd 0.3
with 6 values. Most of the methods were shown to produce
fairly consistent results regardless of residue type, with
the exception of His. Most methods fared somewhat worse
for this residue type, except for the microenvironment SCP
method. This is most likely due to the tautomerism of
His, which is not explicitly modeled in any of the methods.
A similar increase in rmsd for His residues was found in
another pKa benchmark study.96

A much higher MAX than rmsd was found for all methods
(except in the case of the QMMM method). The highest
MAX value of 5.2 pKa units was a prediction from the
PROPKA method. However, the other more sophisticated
PB methods did only marginally better giving MAX values
of 3.2,39 3.3,41 and 4.3.35 The fully atomistic MD/GB/TI
method was shown to be equally unimpressive in this
measure, giving MAX values of 2.5 and 5.1, with and
without explicit waters, respectively (with longer simulation
time, the MAX was reduced to 3.9 without explicit waters).
The only method that gave a MAX less than 2 was the
microenvironment SCP, which seems to be the most promis-
ing method. However, considering the high absolute errors,
the challenge remains to find a highly accurate method that
can be done with minimal computational cost. Improvements
may include constant longer simulation times, pH simulations
in which the pKa of ionizable residues can change,97

incorporation of cofactors and metal ions, improved solvent
models and inclusion of some explicit water, and improved
force fields.
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Abstract: Second-order polarization propagator approximation (SOPPA) and equation-of-motion
coupled cluster singles and doubles (EOM-CCSD) methods have been employed for the
calculation of one-bond spin-spin coupling constants in series of small molecules and ions,
and of one- and two-bond coupling constants across X-H · · ·Y hydrogen bonds. For isolated
molecules, one-bond SOPPA coupling constants 1J(X-Y) involving 13C, 15N, 17O, and 19F have
larger absolute values than corresponding EOM-CCSD coupling constants, with the EOM-CCSD
values being in significantly better agreement with available experimental data. The difference
between SOPPA and EOM-CCSD tends to increase as the number of nonbonding electrons
on the coupled atoms increases, and the SOPPA values for O-F coupling are significantly in
error. Similarly, the absolute values of SOPPA one-bond coupling constants 1J(X-H) for the
hydrides NH3, H2O, and FH and their protonated and deprotonated ions are greater than
EOM-CCSD values, with the largest differences occurring for F-H coupling. One- and two-
bond coupling constants 1J(X-H), 1hJ(H-Y), and 2hJ(X-Y) across X-H · · ·Y hydrogen bonds in
neutral, protonated, and deprotonated complexes formed from the hydrides are similar at SOPPA
and EOM-CCSD, with the largest differences again found for 1J(F-H) in complexes with F-H
as the proton donor, and 2hJ(F-F) for (FHF)-. The signs of 1J(X-H), 1hJ(H-Y), and 2hJ(X-Y)
are the same at both levels of theory, as is their variation across the proton-transfer coordinate
in F-H · · ·NH3. SOPPA would appear to provide a reliable and more cost-effective alternative
approach for computing coupling constants across hydrogen bonds, although couplings involving
F may be problematic.

Introduction

In an early paper on coupling constants, Enevoldsen et al.
noted the critical dependence of computed coupling constants
(J) on the quality of the wave function used to evaluate this

NMR property1 and employed the second-order polarization
propagator approximation (SOPPA)1–5 to obtain indirect
spin-spin coupling constants. More recently, Barone and
co-workers compared SOPPA and density functional theory
(DFT) methods for two- and three-bond F-F coupling
constants6 and found the former to be in better agreement
with experimental data, due in part to the treatment of
electron-correlation effects in SOPPA. Indeed, it has been
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recognized that the quality of DFT coupling constants often
decreases as the number of nonbonding pairs of electrons
on the coupled atoms increases and electron correlation
effects assume increased importance.7

Coupling constants may also be evaluated at an even
higher level of electron correlation treatment using the
equation-of-motion coupled cluster singles and doubles
(EOM-CCSD) method.8–11 This method is generally viewed
as the benchmark method, but unfortunately, the computa-
tional cost of EOM-CCSD limits it applicability to relatively
small systems or systems with high computational symmetry.
Since SOPPA is a computationally much less expensive
method than EOM-CCSD, we decided to undertake a
systematic comparison of one-bond spin-spin coupling
constants (J) obtained using these two methods on a set of
small molecules HmX-YHn with X-Y single bonds, where
X and Y ) C, N, O, and F; selected fluorine derivatives of
these molecules; and the hydrides NH3, H2O, and HF and
their protonated and deprotonated ions, along with CH4. In
addition, one-bond 1J(X-H) and 1hJ(H-Y) and two-bond
2hJ(X-Y) coupling constants across the X-H-Y hydrogen
bonds in the neutral and charged hydrogen-bonded com-
plexes formed from these hydrides and their ions, and the
changes in these coupling constants along the proton-transfer
coordinate for F-H · · ·NH3, have been evaluated at both
levels of theory. For this study, we have used the same
geometries and the same basis set for both SOPPA and
EOM-CCSD calculations, so that the only difference in
coupling constants is a consequence of differences in the
wave function model. In this paper, we compare the SOPPA
and EOM-CCSD coupling constants and evaluate the
performance of these methods by comparison with experi-
mental data whenever possible. Previous comparisons of
computed coupling constants obtained using SOPPA and
CCSD-based methods have been reported,12 but these are
on a much more limited scope.

Methods

Computed optimized geometries for all monomers and
complexes were obtained at second-order Møller-Plesset
perturbation theory (MP2)13–16 with the 6-31+G(d,p) basis
set.17–20 Vibrational frequencies were computed to verify that
the computed geometries are equilibrium structures on the
potential energy surfaces. These geometries were used for
calculations of coupling constants, except for a few cases
specifically identified below.

Spin-spin coupling constants involving 13C, 15N, 17O, 19F,
and 1H in all monomers and complexes were computed using
the SOPPA1–5 and EOM-CCSD methods in the configu-
ration-interaction-like approximation,8–11 with all electrons
correlated. For these calculations, the Ahlrichs21 qzp basis
set was placed on nonhydrogen atoms and the qz2p basis
set on all H atoms. In the Ramsey approximation, the total
coupling constant (J) is a sum of four contributions: the
paramagnetic spin-orbit (PSO), diamagnetic spin-orbit
(DSO), Fermi-contact (FC), and spin-dipole (SD). All terms
have been computed for all systems. Geometry optimizations
were carried out with the Gaussian 03 suite of programs;22

SOPPA calculations were performed using Dalton-223 at the

CSIC Computing Center, and the EOM-CCSD calculations
were done with ACES II24 on the Itanium Cluster at the Ohio
Supercomputer Center.

Results and Discussion

Small Molecules with X-Y Single Bonds. Table 1 lists
SOPPA, EOM-CCSD, and experimental25–30 one-bond
spin-spin coupling constants for the set of small molecules
HmX-YHn, with X-Y being a single-bond. To this set, CF4,
F2N-NF2, NF3, FOF, and FOOF have been added since
experimental one-bond couplings are available for these
molecules. When experimental coupling constants are avail-
able, the experimental geometry has been used if it is
available,31–34 since this circumvents to some extent the
effect of zero-point motion on computed coupling con-
stants.35 The molecule F2 has been omitted from this study
since it has a very large CCSD t2 amplitude.

From Table 1, it can be seen that the signs of the computed
coupling constants at both levels of theory are the same, and
with one exception, namely, H2N-OH, the absolute value
of the SOPPA coupling constant is greater than the
EOM-CCSD value. Table S1 of the Supporting Information
reports the PSO, DSO, FC, and SD components of J. From
Table S1, it can be seen that the DSO terms computed by
both methods are relatively small and do not influence the
comparisons. What is most interesting is that the absolute
values of SOPPA PSO, FC, and SD terms are also greater
than the corresponding EOM-CCSD values, with the only
exceptions being the FC term for H2N-OH and the PSO
term for NF3.

Table 1 lists the computed SOPPA and EOM-CCSD one-
bond couplings and the available experimental data. The
listing in Table 1 for the molecules HmX-YHn is in the order

Table 1. SOPPA and EOM-CCSD One-Bond
Heavy-Atom Coupling Constants 1J(X-Y) (Hz) for Selected
Small Molecules with X-Y Single Bondsa

molecule SOPPA EOM-CCSD exptl.

H3C-CH3
b 37.7 34.6 33.4c

H3C-NH2 -6.3 -5.7 -4.5d

H3C-OH 1J(C-O) 13.7 13.4
H3C-OH 1J(O-H) -80.0 -77.5 -85e

H3C-F -168.2 -161.9
CF4 -315.1 -289.4 -257f

H2N-NH2 -5.9 -5.7
F2N-NF2

1J(N-N) -18.4 -17.3
F2N-NF2

1J(N-F) 196.0 183.7
164g

F2N-NF2
1J(N-F) 169.4 162.8

H2N-OH -1.5 -2.5
H2N-F -8.0 -4.1
NF3

h 236.4 224.7 217i

HO-OH 26.2 22.2
FO-OFj 1J(O-F) -690.0 -445.7 -424k

FO-OF 1J(O-O) -88.1 -79.4
HO-F -727.8 -576.1
FO-Fl -382.0 -278.6 -300 ( -30k

a Calculations were carried out on molecules at optimized MP2/
6-31+G(d,p) geometries, except as noted. If the sign of the
experimental coupling constant was not reported, the computed
sign was given. b Geometry from ref 34a. c See ref 25a. d See ref
25b. e See ref 26a. f See ref 25c. g See ref 26b. h Geometry from
ref 31. i See ref 29. j Geometry from ref 33. k See ref 26a.
l Geometry from ref 32.
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of increasing electronegativity and increasing number of
electron pairs on the coupled atoms. Thus, the first set of
molecules consists of H3C-CH3, H3C-NH2, H3C-OH, and
H3C-F and its derivative CF4. The next set has H2N-NH2

and its derivative F2N-NF2, H2N-OH, and H2N-F and its
derivative NF3. For all of these molecules except H2N-OH,
SOPPA coupling constants have larger absolute values than
EOM-CCSD. In the case of H2N-OH, the computed
coupling constants are very small at -1.5 and -2.5 Hz,
respectively. For the series of C-containing molecules
H3C-CH3, H3C-NH2, H3C-OH, and H3C-F, the SOPPA
and EOM-CCSD coupling constants are similar. It is
interesting to note that the EOM-CCSD value of 1J(C-C)
for H3C-CH3 at its experimental geometry differs from
the experimental coupling constant by only 1 Hz, while the
SOPPA value is 4 Hz too high. For H3C-NH2, the
EOM-CCSD coupling constant 1J(C-N) of -5.7 Hz is
closer to the experimental coupling constant of -4.5 Hz,25b

for which the SOPPA value is -6.3 Hz. The only significant
difference found for coupling constants in the subset of
C-containing molecules is 1J(C-F) for CF4, for which
SOPPA and EOM-CCSD give -315.1 and -289.4 Hz,
respectively, at the equilibrium geometry of this molecule.
These overestimate the experimental value of -257 Hz,25c

but part of this difference may be attributed to the use of an
equilibrium geometry. Nevertheless, the EOM-CCSD value
is closer to the experimental value.

SOPPA and EOM-CCSD coupling constants 1J(N-N)
are similar for both H2N-NH2 and F2N-NF2. There are two
unique one-bond N-F coupling constants for F2N-NF2 in
this molecule of C2 symmetry. The average SOPPA and
EOM-CCSD values are 182 and 173 Hz, respectively, with
the EOM-CCSD average being closer to the experimental
coupling constant of 164 Hz.26b The two remaining N-
containing molecules H2N-OH and H2N-F have small
coupling constants. For these, the SOPPA and EOM-CCSD
values are -1.5 and -2.5 Hz and -8.0 and -4.1 Hz,
respectively. Finally, SOPPA and EOM-CCSD values of
1J(N-F) for NF3 at its experimental geometry are 236.4 and
224.7 Hz, respectively. Once again, the EOM-CCSD value
is closer to the experimental coupling constant of 217 Hz.29

Thus, for the subset of N-containing molecules, the difference
between the SOPPA and EOM-CCSD values is greatest
when N is coupled to O and F.

SOPPA and EOM-CCSD coupling constants 1J(O-O)
for HO-OH and FO-OF are 26.2 and 22.2 Hz and -88.1
and -79.4 Hz, respectively. However, significantly larger
differences between SOPPA and EOM-CCSD coupling
constants are found for 1J(O-F) for FO-OF, HO-F, and
FO-F. At the experimental geometry of FO-OF, the
SOPPA 1J(O-F) is-690.0Hz, compared to theEOM-CCSD
value of -445.7 Hz. The EOM-CCSD value agrees with
the experimental value of -424 Hz.26a However, it should
be noted that, in the original paper,28 this value was measured
using 17O NMR for a sample of 17O-enriched FOOF and
incorrectly assigned to a triplet. Hence, this value should be
viewed with caution. 1J(O-F) for HO-F is significantly
overestimated by SOPPA at -727.8 Hz, compared to the
EOM-CCSD value of -576.1 Hz, but no experimental value

is available for comparison. Finally, 1J(O-F) for FO-F at
its experimental geometry is -382.0 Hz for SOPPA and
-278.6 Hz for EOM-CCSD, the latter being within the
uncertainty of the experimental value of -300 ( 30 Hz.26a

Since the above data suggest that the SOPPA method fails
to describe O-F coupling properly, it is reasonable to ask
whether this description could be improved by employing
the SOPPA(CCSD) method, in which CCSD amplitudes are
used instead of MP2.1 The SOPPA(CCSD) values of
1J(O-F) for FOF and FOOF are -391 and -777 Hz,
respectively, both greater in absolute value than the corre-
sponding SOPPA values and, therefore, further removed from
the EOM-CCSD and experimental values. Therefore, no
additional SOPPA(CCSD) calculations were done.

NH3, H2O, FH, and Their Protonated and Depro-
tonated Ions. Table 2 lists values of 1J(X-H) for CH4, and
for the hydrides NH3, H2O, and FH, and their protonated
and deprotonated ions. Table S2 (Supporting Information)
lists the individual components of these coupling constants.
A familiar pattern emerges, insofar as the absolute values
of the SOPPA total coupling constants and their major
components are greater than the corresponding EOM-CCSD
values. Moreover, there is an overall increase in the differ-
ence between SOPPA and EOM-CCSD as the number of
nonbonding electrons increases. The largest differences are
found for 1J(F-H) for FH and FH2

+, but in these two cases,
the differences are relatively small given the magnitude of
1J(F-H).

Experimental values of 1J(X-H) are available for CH4,25d

NH4
+,26c NH3,26c H2O,26a CH3OH,26a and FH.26d The

SOPPA 1J(C-H) value of 123.7 Hz is closer to the experi-
mental value of 125.3 Hz than is the EOM-CCSD value of
116.4 Hz. The SOPPA 1J(N-H) value for NH4

+ is -78.4
Hz compared to -75.0 Hz for EOM-CCSD and -73.3 Hz
for the experimental value. Similarly, the EOM-CCSD value
of 1J(O-H) for H2O of -79.7 Hz is closer to the experi-
mental value of -79 Hz than is the SOPPA value of -81.8
Hz, both evaluated at the experimental geometry of H2O.
At the equilibrium geometry of CH3OH, both the computed
SOPPA and EOM-CCSD values of 1J(O-H) underestimate
the experimental value. What is most interesting is the
SOPPA 1J(F-H) value for FH, which is 531.4 Hz at the

Table 2. SOPPA and EOM-CCSD One-Bond Coupling
Constants 1J(X-H) for NH3, H2O, and HF and Their
Protonated and Deprotonated Ionsa

species SOPPA EOM-CCSD exptl.

CH4 123.7 116.4 125.3b

NH2
- -44.2 -43.1

NH3 -63.9 -61.5 -61.2c

NH4
+ -78.4 -75.0 -73.3c

OH- -65.7 -62.8
H2Od -81.8 -79.7 -79e

OH3
+ -124.3 -120.7

FHd 531.4 520.9 529f

FH2
+ 648.5 631.5

a Calculations were carried out on molecules at optimized MP2/
6-31+G(d,p) geometries, except as noted. If the sign of the
experimental coupling constant was not reported, the computed
sign was given. b See ref 25d. c See ref 26c. d Geometry from ref
34b. e See ref 26a. f See ref 26d.
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experimental geometry, and in closer agreement with the
experimental value of 529 Hz than the EOM-CCSD value
of 520.9 Hz.

Statistical Analysis of SOPPA and EOM-CCSD ver-
sus Experimental Results. A quantitative comparison of the
performance of the SOPPA and EOM-CCSD methods
versus experimental results can be achieved through a
correlation analysis. Included in this analysis are two-bond
H-H coupling constants for H2O, NH3, NH4

+, and CH4,
which are known experimentally30 and which are reported
in the Supporting Information. Ideally, a perfect correlation
between theory and experiment in a regression analysis yields
a slope of 1.00, an intercept of 0.00 Hz, and a correlation
coefficient of 1.00. The regression analysis for the SOPPA
coupling constants versus the experimental ones yields a
slope of 0.80 ( 0.04, an intercept of 13.1 ( 10.0 Hz, and a
correlation coefficient of 0.962. For the computed EOM-
CCSD coupling constants versus experimental results, the
slope is 0.99 ( 0.01, the intercept is 2.0 ( 2.6 Hz, and the
correlation coefficient is 0.997. Thus, the superiority of
EOM-CCSD is manifest. Using reduced coupling constants
(K) for the analysis yields similar results. It was noted above
that SOPPA values of 1J(F-O) coupling constants for
F-O-F and F-O-O-F are in poor agreement with
experimental values. If these two molecules are removed
from the regression analysis, the performance of SOPPA
significantly improves, as indicated by a slope of 0.95 (
0.02, an intercept of 4.0 ( 3.1 Hz, and a correlation
coefficient of 0.995. Eliminating these two molecules from
the comparison of EOM-CCSD versus experimental results
does not significantly change the statistics, yielding a slope
of 0.99 ( 0.01, an intercept of 2.7 ( 2.1, and a correlation
coefficient of 0.995. However, the agreement between
computed and experimental coupling constants is still better
for EOM-CCSD compared to SOPPA.

Some of the limitations of the treatment of the experi-
mental data in the above analysis should be noted. If more
than one experimental value of the coupling constant has
been reported, the one judged to be the most reliable has
been used. There has been no adjustment made for uncer-
tainties in the experimental assignments and error bars given
for the experimental data. Finally, there has been no attempt
to take into account the fact that the experimental coupling
constants have been measured under different conditions,
some in the gas phase and others in solution. In the latter
circumstance, no adjustments have been made to account
for possible interactions between the solute and the solvent.

Hydrogen-Bonded Complexes. One-bond 1J(X-H) and
1hJ(H-Y) and two-bond 2hJ(X-Y) spin-spin coupling
constants across X-H · · ·Y hydrogen bonds for N2H5

-,
(NH3)2, N2H7

+, H2NH:OH-, HOH:NH3, H3NH+:OH2,
H2NH:F-, FH:NH3, H3NH+:FH, O2H3

-, (H2O)2, O2H5
+,

HOH:F-, FH:OH2, H2OH+:FH, (FHF)-, (FH)2, and F2H3
+

are reported in Table 3, and the components of J are listed
in Table S3 (Supporting Information). For heterodimers, the
species listed first is the proton donor. The first important
observation is that the signs of the coupling constants
computed at these two levels of theory are identical. As a
result, the generalizations made previously about the signs

of coupling constants and their significance which were based
on EOM-CCSD coupling constants can be applied to
SOPPA coupling constants. In particular, since the magne-
togyric ratios of 15N and 17O are negative and that of 19F is
positive, all two-bond reduced coupling constants 2hK(X-Y)
are positive36 except for (HF)2. Since the magnetogyric ratio
of 1H is also positive, all reduced one-bond coupling
constants 1K(X-H) are positive.37 Finally, a negative value
of 1hK(H-Y) indicates that the hydrogen bond is traditional,
while a positive value is indicative of the proton-shared
character of the hydrogen bond.38

As observed above, the SOPPA coupling constants 1J(X-
H) for the isolated monomers have larger absolute values
than the corresponding EOM-CCSD coupling constants.
This same pattern is seen when X-H acts as the proton donor
in hydrogen-bonded complexes. Moreover, the largest dif-
ferences in the complexes are about 10 Hz for 1J(F-H) in
FH:NH3, FH:OH2, (FH)2, and even F2H3

+. This difference
reflects the monomer difference of 10.5 Hz.

Only small differences are found between SOPPA and
EOM-CCSD 1hJ(H-Y) values, except for 1hJ(H-F) for
the symmetric hydrogen bond in F2H3

+, in which case the
SOPPA value of 203.4 Hz is 8.0 Hz greater than the
EOM-CCSD value. Moreover, the two-bond coupling
constants 2hJ(X-Y) are similar at the two levels of theory,
except for (FHF)-, in which case the SOPPA value is 228.6
Hz and less than the EOM-CCSD value of 254.4 Hz. The
geometry used for this ion is the CCSD(T)/aug′-cc-pVTZ
geometry, since these coupling constants are extremely
sensitive to distance, and vibrationally averaged coupling
constants for this system have been reported.39 Zero-point
vibrationalaveragingdecreases2hJ(F-F)fromitsEOM-CCSD
equilibrium value of 254 Hz to 210 Hz and brings it into
good agreement with the estimated experimental value of
about 220 Hz.40,41 Since the effect of vibrational averaging

Table 3. SOPPA and EOM-CCSD Coupling Constants
1J(X-H), 1hJ(H-Y), and 2hJ(X-Y) Across X-H · · ·Y
Hydrogen Bonds in Neutral, Anionic, and Protonated
Complexes Formed from NH3, H2O, and FHa

1J(X-H) 1hJ(H-X) 2hJ(X-Y)

complex SOPPA EOM SOPPA EOM SOPPA EOM

N2H5
- -67.0 -64.4 6.4 6.3 10.5 10.2

(NH3)2 -67.3 -64.7 1.6 1.6 1.9 1.9
N2H7

+ -64.4 -61.3 -0.4 -0.1 13.1 12.9
H2NH:OH- -66.0 -63.5 9.2 9.0 6.9 6.8
HOH:NH3 -83.1 -80.8 3.3 3.4 3.4 3.4
H3NH+:OH2 -76.1 -73.0 9.7 9.7 12.0 11.7
H2NH:F- -66.3 -63.8 -55.6 -54.6 -24.1 -24.4
FH:NH3 440.3 430.8 2.4 2.6 -42.5 -43.1
H3NH+:FH -79.1 -75.8 -42.7 -41.5 -29.0 -28.1
O2H3

- -53.2 -51.4 0.8 1.4 13.6 13.8
(H2O)2 -83.3 -81.0 4.8 4.8 1.3 1.3
O2H5

+ -49.3 -47.4 -49.5 -47.4 39.9 39.5
HOH:F- -68.6 -66.8 -65.2 -66.0 -36.5 -38.5
FH:OH2 492.4 482.5 7.0 7.1 -18.0 -18.2
H2OH+:FH -113.6 -110.3 -54.0 -55.0 -72.0 -71.1
(FHF)- b 109.2 106.0 109.2 106.0 228.6 254.4
(FH)2 507.9 498.0 -26.6 -26.6 -40.7 -39.5
F2H3

+ 203.4 195.4 203.4 195.4 612.0 609.8

a Calculations carried out at optimized MP2/6-31+G(d,p)
geometries, except where noted. b Calculation carried out at the
optimized CCSD(T)/aug′-cc-pVTZ geometry.
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is to reduce this coupling constant by about 40 Hz, the
reduced SOPPA value would be about 190 Hz, significantly
less than the experimental value.

Changes in Coupling Constants along the Proton-
Transfer Coordinate. Changes in one- and two-bond
coupling constants for the FH:collidine complex as a function
of temperature have been measured experimentally and
attributed to proton transfer from F to N due to solvent
ordering.42,43 Such changes have been reproduced by
EOM-CCSD calculations for proton transfer across F-H · · ·N
hydrogen bonds.44 As part of the present investigation,
SOPPA coupling constants along the proton transfer coor-
dinate of F-H · · ·NH3 have also been evaluated, and these
are compared with the EOM-CCSD coupling constants in
Figure 1. The similarities between the two sets of data are
striking. Both show that 2hJ(F-N) has its maximum absolute
value in the proton-shared region of this coordinate; 1J(F-H)
decreases rapidly and changes sign, as observed experimen-
tally, and 1hJ(H-N) asymptotically approaches the value for
NH4

+. Thus, the SOPPA and EOM-CCSD characteristics
of coupling constants for proton transfer across the F-H · · ·N
hydrogen bond for F-H · · ·NH3 are very similar.

Conclusions

This study reports an evaluation of the performance of
SOPPA and EOM-CCSD methods for determining spin-spin
coupling constants. In particular, one-bond coupling constants
in a series of small molecules and ions, and one- and two-
bond coupling constants across hydrogen bonds in a set of
neutral, cationic, and anionic complexes, have been com-
pared. The following statements are supported by the
computed results.

1. For isolated molecules, the one-bond SOPPA coupling
constants 1J(X-Y) involving C, N, O, and F have larger
absolute values than the EOM-CCSD coupling constants,
with the latter being in better agreement with available
experimental data. The difference between SOPPA and
EOM-CCSD tends to increase as the number of nonbonding
electrons on the coupled atoms increases. SOPPA values for
O-F coupling are significantly in error.

2. The absolute values of one-bond coupling constants
1J(X-H) for the hydrides NH3, H2O, and FH and their
protonated and deprotonated ions are also greater at SOPPA
compared to EOM-CCSD. The difference between them is
largest for F-H coupling.

3. One- and two-bond coupling constants 1J(X-H),
1hJ(H-Y), and 2hJ(X-Y) across X-H · · ·Y hydrogen bonds
in neutral, protonated, and deprotonated complexes formed
from the hydrides are similar at SOPPA and EOM-CCSD,
with the largest differences occurring for 1J(F-H) in
complexes with F-H as the proton donor, and 2hJ(F-F) for
(FHF)-. Moreover, the signs of 1J(X-H), 1hJ(H-Y), and
2hJ(X-Y) are the same at both levels of theory, as are
their variations across the proton-transfer coordinate in
F-H · · ·NH3.

On the basis of this study, it appears that SOPPA one-
bond X-Y coupling constants, particularly those involving
electronegative atoms, may not be reliable. However, SOPPA
would appear to provide a reliable and more cost-effective
approach for computing coupling constants across hydrogen
bonds, although couplings involving F may be problematic.
Further comparisons in other larger, more complicated
systems should be made.

Figure 1. 1J(F-H) (9), 1hJ(H-N) ((), and 2hJ(F-N) (2) across the proton-transfer coordinate for FH · · ·NH3. SOPPA (open
symbols and dashed lines); EOM-CCSD (solid symbols and lines).
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Abstract: Available X-ray crystal structures of phosphodiesterase 4 (PDE 4) are classified into
two groups based on a secondary structure difference of a 310-helix versus a turn in the M-loop
region. The only variable that was discernible between these two sets is the pH at the
crystallization conditions. Assuming that at lower pH there is a possibility of protonation,
thermodynamics of protonation and deprotonation of the aspartic acid, cysteine side chains,
and amide bonds are calculated. The models in the gas phase and in the explicit solvent using
the ONIOM method are calculated at the B3LYP/6-31+G* and B3LYP/6-31+G*:UFF levels
of theory, respectively. The molecular dynamics (MD) simulations are also performed on the
M-loop region of a 310-helix and a turn with explicit water for 10 ns under NPT conditions. The
isodesmic equations of the various protonation states show that the turn containing structure is
thermodynamically more stable when proline or cysteine is protonated. The preference for the
turn structure on protonation (pH ) 6.5-7.5) is due to an increase in the number of the hydrogen
bonding and electrostatic interactions gained by the surrounding environment such as adjacent
residues and solvent molecules.

Introduction

Phosphodiesterases (PDE) are metalloenzymes which hy-
drolyze the phosphodiesterase bond of cyclic adenosine 3′,5′-
monophosphate (cAMP) and guanosine 3′,5′-monophosphate
(cGMP) into the corresponding 5′-nucleotides (AMP and
GMP) in various cells.1a,b The second messenger (cAMP and
cGMP) concentration affects the specific protein phospho-
rylation cascades. Hence, these isozymes play a vital role in
the regulation of various physiological functions like visual
response, smooth muscle relaxation, platelet aggregation,
immune response, cardiac contractibility, etc. They are the
therapeutic targets for cardiovascular, inflammatory, and

erectile dysfunction diseases.1c,d Among the 12 PDE isozymes,
PDE4 and PDE5 have received much attention in the recent
years.1–3 The PDE4 catalyze specifically cAMP (Scheme
1A). The abundance of PDE4 in various inflammatory cells
such as eosinophils, T cells, B cells, and neutrophils made
it a keen target for the inflammatory diseases such as asthma,
chronic obstructive pulmonary disease (COPD), allergic
rhinitis, type II diabetics, and rheumatoid arthritis.2b,c

There are various classes of novel orally active PDE4
inhibitors discovered in this decade. Based on the structural
motifs, PDE4 inhibitors can be broadly classified into three
categories as xanthines, catechol ethers, and hetrocyclics
(nitraquanzone, benzofurans, indoles, isoquinoline, pyri-
dopyrimidinones, pyrazolepyridines, etc). Rolipram that
belongs to catechol ether type has been reported as the first
selective PDE4 inhibitor (Scheme 1A). The first-generation
PDE4 inhibitors rolipram, RO-20-1724 (mesopram), and
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zardaverine are discarded from clinical trials due to the side
effects like nausea, vomiting, dyspepsia, headache, and
emesis.2d The second-generation rolipram analogs (cilomilast,
roflumilast, and most potent piclamilast) that are now in
clinical trials are also suffering from low therapeutic ratio.2e

Among the various strategies for overcoming the side effects,
subtype selectivity of PDE4 is a focus of investigation.1,2

Lack of the 3-dimensional structure of a target protein is
usually a bottleneck for rational drug design. In the last
couple of years there has been a dramatic increase in the
number of crystal structures of PDE4 class of enzymes in
the protein data bank (PDB). Despite the availability of 39
X-ray structures along with cocrystals for PDE4, progress
toward drugs without undesired side effects has been
marginal. Our interest in the modeling of the subtype
selective PDE4 drug candidates brought us to a close
examination of these crystal structures. We found that there

is a characteristic secondary structural conformation differ-
ence in the PDE4 crystal structures.4–10 Out of the 35 PDE4B
and 4D crystal structures 12 of them have a 310-helix and
the rest have a turn in the M-loop region6b which is near to
the active site pocket. The four crystal structures, one for
each of the PDE4 subtypes are yet to be deposited.11 The
distinct pattern of a secondary structure in the highly flexible
M-loop region is prominent in these crystal structures
(Scheme 1B). According to the standard protein structural
rules, three and a half residues are required per turn of an
R-helix. The hydrogen of the amide group of the first residue
forms a hydrogen bond with the oxygen of the amino-
terminal peptide bond of the fourth residue in an R-helix,
whereas in a 310-helix it forms with the third residue.12,13

Here we would like to know the factor responsible for this
secondary structural change in the M-loop region. The
methionine of the M-loop region has a hydrophobic interac-

Scheme 1. A) Structures of Substrate cAMP and Inhibitor Rolipram of the PDE4, B) Secondary Structure of PDE4 in the
M-Loop Region Existing as a 310-Helix (Red Color) and a Turn (Green Color),a and C) Schematic 2-D Representation of the
310-Helix Conformationb,c

a These are shown along with the amino acids represented as a capped stick model. b The hydrogen bonds are shown as lines and residue
numbering is given for PDE4B. c The 310-helix is formed when the N-H group of an amino acid forms a hydrogen bond with the C)O group of
the amino acid three residues earlier (i +3 fi hydrogen bonding).13
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tion with inhibitors such as rolipram analogs6a,8b and exists
in various conformations with the NVP inhibitor.11 Is this
structural change a determining factor for the subtype
selectivity? We identify that an experimental variable pH
seems to be controlling this structural variation rather than
the sequential differences in the PDE4. The influence of pH
is studied by calculating the various protonation states of
side chains or amide bonds of these structures in the gas
and explicit solvent phases. An electronic structure explana-
tion is given for this observation.

Computational Details

Root Mean Square Deviation (rmsd). Residue-by-residue
rmsd is calculated using a FORTRAN program.14 RMSDs
are calculated for the backbone residues of all 4B and 4D
crystal structures having similar ligands. A molecular operat-
ing environment (MOE) homology module15 is used for

structural alignment of 4B and 4D structures. The rmsd
values are calculated using the following equation where di

is the distance between the ith atoms and n is the number of
such distances.

RMSD) �∑
i

n

di
2 ⁄ n

Electronic Structure Calculation. We have used ab initio
calculations on the model structures, generated from the
fragment SPMCD (Ser, Pro, Met, Cys, Asp) residue sequence
of PDE4B and PDE4D PDB coordinates. The resulting
dangling valencies are saturated by appropriately placing
hydrogens. For uniformity and to average out the specific
differences in the geometries arising from the process of
formation of the crystals, only the hydrogen atom positions
in each of the structures are optimized. The dihedral angles
are kept constant during this process. The protonated and

Figure 1. Details of the available X-ray crystallographic structures of PDE4 with various ligands deposited in the Protein Data
Bank.
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deprotonated states of aspartic acid and cysteine and amide
bonds are calculated for seven sets of ligands. All electronic
structure calculations are performed at the B3LYP/6-31+G*
level of theory.16

The gas phase optimized model structures 1TB5 having a
310-helix and 1TB7 having a turn are further taken, and a

layer of 5 Å thickness of water molecules is added using
the “soak” option in InsightII.17 The total number of water
molecules present around the pentapeptide-protein structure
is 119. The water molecules of the proteins are generally
treated as low layer with molecular mechanics in QM/MM
calculations to reduce the computational cost. The ONIOM18,19

Figure 2. The superimposition of the R-carbon of the turn having PDE4B and PDE4D and a 310-helix having PDE4B structures
with rolipram are shown with the yellow, green, and red color secondary structure at pH ) 6.5, 7.0, and 10.0, respectively (left
side). The ball and stick model represents the rolipram ligand in the active site. A schematic representation of structural differences
with all the other similar ligands is also shown (right side).

Figure 3. The optimized conformations, I (310-helix) and II (turn), of SPMCD residues at pH ) 10.0 and pH ) 6.5-7.5, respectively.
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calculation is implemented for this system to analyze the
explicit solvent effect on the structures. A two layer ONIOM
calculation is adopted for the system, where the pentapeptide
sequence SPMCD is defined quantum mechanically (high
layer) with the B3LYP/6-31+G* level of theory and the
water molecules are defined as a low layer molecular
mechanics part with a universal force field.20 The ONIOM
energy of the system is given as

EONIOM(QM:MM) ) Emodel
QM +Ereal

MM - Emodel
MM ) Emodel

high +

Ereal
low - Emodel

low

These calculations are done using the Gaussian03 program
package.21

Molecular Dynamics Simulations. The simulations are
performed using the PMEMD module of AMBER9 version22

in the IBM BLUEGENE/L machine. The deposited PDB
structures 1TB5 and 1TB7 are taken for the molecular
simulations. The coordinates of the M-loop region (423-440)
of these protein structures are taken. The FF03 force field23

is employed. The LEAP module is employed to construct a
truncated octahedron solvate box (bcc) of cell length 56.46
Å with TIP3P water molecules around the protein. The
solvation shell around the protein is 12 Å. The total number
of solute and solvent atoms present around the 1TB5 and
1TB7 are 12578 and 12932, respectively. The protein-solvent
system is minimized with 1000 steps of steepest descent and
2000 steps of conjugate gradient method. The protein is fixed
during minimization using a harmonic constraint with a force
constant of 500 kcal/mol/Å2. This is done to remove any
close contacts existing in the water shell with respect to
protein. The whole system is also minimized after this for
200 steps steepest descent and 800 steps conjugate gradient
method, so that the hydrogens of protein are optimized. The
minimized structure obtained is then gradually heated up
(over 40 ps) from 0 K to 300 K with harmonic constraints
on solute using the SHAKE method. The dynamics is

maintained under constant pressure-constant temperature
(NPT) conditions using Berendsen (weak-coupling) temper-
ature with a time step of 2 fs.24 Finally, a production
dynamics of 10 ns with protein is fixed under NPT conditions
with a time step of 1 fs. The long-range interactions are
calculated by the particle mesh Ewald (PME) method.25 The
grid size of 60 × 60 × 60 with grid spacing of 1.0 Å with
a direct sum tolerance of 0.00001 and 9.0 Å cutoff is used.
The cubic B-spline of fourth order is interpolated in PME.
The resulting trajectories of molecular simulations are
analyzed using the PTRAJ module of AMBER 8.0.

Results and Discussion

(a) Crystal Structure Analysis. There are about 60 PDE
crystal structures in the PDB and 35 of these belong to the
PDE4 class with various substrates such as cyclic adenosine
monophosphate (cAMP), AMP, and 8-BrAMP and inhibitors
such as rolipram analogs (rolipram, cilomilast, piclamilast,
roflumilast, mesopram, and filamilast) and pyrazole analogs
(Figure S1).4–10 PDE4 is coded by four genes named as A,
B, C, and D and are called subtypes. Among the four genes
coding for PDE4, about 16 4B and 19 4D structures are
crystallized (Figure 1). There is one each for PDE4 subtype
with the NVP ({4-[8-(3-nitrophenyl)-[1,7]napthyridin-6-
yl]benzoic acid}) inhibitor containing structures which are
yet to be deposited.11 The catalytic domain of the first crystal
structure available for PDE4B contains 376 residues and
explains the general architecture of PDE4.4 The PDE4 has
basically three subdomains comprising 17 R helices and a �
hairpin. The catalytic pocket contains two divalent metal ions
(Zn and Mg) that are crucial in hydrolysis of the substrate.
Zn in the active site pocket has distorted trigonal bipyramid
geometry, coordinating with Asp275, Asp392, His233, His274,
and a water molecule of the protein.13 On the other hand
Asp275 of the protein and five water molecules surround the
Mg atom. Furthermore the cocrystals of PDE4 with various
ligands also have similar three subdomains comprising 16
R helices and a � hairpin (Figure 2).5–10 Other than the
conservation of helices and hairpin we noticed a surprising
characteristic feature in these 35 structures: 12 structures have
a 310-helix in the M-loop region. The remaining 23 of them
have a turn in the M-loop region,6b 19 of these 23 belong to
the PDE4D, and 4 belong to PDE4B (Figure 1).

(b) Root Mean Square Deviation (rmsd). We superim-
posed all structures having the 310- helix and the turn with
seven similar sets of ligands, and the rmsd of residue by
residue for the backbone is calculated.14 There are two
structures each for 4B and 4D with cAMP, three each with
rolipram, and one each with cilomilast, piclamilast, roflu-
milast, and pyrazole analogs (Figure 1). The superimposition
of 4B containing a 310-helix and 4D with similar ligand
structures showed a major difference in three loop regions
i.e., 10/11, 12/13, and the M-loop region (Figure 2). The
residues with varying rmsd are Glu317 and Glu318 of helix
10/11 (316-319) which interacts with upstream conserved
region (UCR)1 UCR1 and UCR2 present in the regulatory
domain (N-terminal) of the protein. The residues Ser368 and
Ser369 of helix 12/13 (367-377) belonging to an extracellular
signal-regulated kinases (ERK) docking site1 that has

Table 1. Reaction Energies in kcal/mol for Eq 1

ligand I II ∆H

cAMP 1TB5 1ROR -4.00
1TB5 1TB7 -8.75

rolipram 1XMY 1RO6 2.78
1XMY 1TBB -0.13

R,S-rolipram 1XN0 1OYN -9.68
cilomilast 1XLX 1XOM -10.78
roflumilast 1XMU 1XOQ -14.30
piclamilast 1XM4 1XON -9.82
pyrazole 1Y2J 1Y2K -4.48

Table 2. Reaction Energies in kcal/mol for Eq 2

ligand I II ∆H

cAMP 1TB5 1ROR -20.80
1TB5 1TB7 -10.87

rolipram 1XMY 1RO6 -39.32
1XMY 1TBB -24.68

R,S-rolipram 1XN0 1OYN -23.36
cilomilast 1XLX 1XOM -19.79
roflumilast 1XMU 1XOQ -23.80
piclamilast 1XM4 1XON -15.21
pyrazole 1Y2J 1Y2K -16.72
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protein-protein interactions is also altered. In the case of
the M-loop region6b (424-437) Pro430 and Met431 residues
are altered in the backbone of protein structure (Figures
S2-S4). The extent of deviation in the ERK docking site
varies slightly with the ligands.

On the other hand the superimposition of the 4B and 4D
structures containing a turn with cAMP and rolipram shows
a difference only in the 12/13 loop region (ERK docking
site) and in helix 14, particularly from the residues Lys422

to Glu427 that are oriented toward the solvent region (Figures
S2 and S3). The superimposition of all the 4B with cAMP
and rolipram structures has a difference in 10/11 and the
M-loop region (Figure 2). In spite of the major homology
sequence similarity between 4B and 4D subtypes the
common differences are found in the 12/13-loop region and
either at the starting of the M-loop region or at the Pro430

residue. Thus the PDE4 structures can be divided into the
two groups: one with the 310-helix and the other with the
turn varying at 10/11 and in the M-loop region (Figure 2).

(c) Importance of Secondary Structural Change and
Its Cause. In view of the important role of the secondary
structural alterations in specific enzymatic functions of
PDE5,26 the M-loop region in PDE4 is scrutinized because
the methionine residue here has hydrophobic interactions
with all rolipram analogs.6a,8b The inhibitor selectivity of
rolipram analogs to PDE4 is due to the hydrophobic
interactions at the Q2 pocket, where methionine of the
M-loop region is a constituent. The PDE 4A, 4B, 4C, and
4D with NVP, a subtype selective inhibitor also have shown
large conformational changes of methionine having relatively
high B-factors.11 The conformational changes of methionine
thus can have an impact on inhibitor binding. The analysis

of these variations in PDE4 may help to understand the
influence of the M-loop region in inhibitor selectivity.

The secondary structural difference of PDE4 crystals
cannot be explained by the ligand binding or crystal packing
or mutated residues. This is because there is a structural
variation of a 310-helix and a turn in the M-loop region within
PDE4B structures with the similar ligands and the same space
group (Figure 1). The SPMCD residue sequence is conserved
in all subtypes and hence cannot account for this structural
difference. After an extensive search, the only difference we
could find between these two sets of structures is the pH
maintained during crystallization. Without any exception it
was found that all the PDE4B structures having a 310-helix
are crystallized at pH)10.0 from the polar solvents such as
aqueous LiSO4 and NH4SO4 solution. In contrast, all the turn
containing 4B and 4D structures are obtained at the pH )
6.5-7.5 range with polyethylene glycol (PEG) conditions
(Figure 1). Though we do not know the reason for the use
of different pHs in these experiments, the results are
surprising because in these examples the pH appears to
dominate over the differences in sequences of PDE4B and
4D.

(d) Influence of pH on the M-Loop Region. As a first
approximation we assume that the pH dependence on the
different conformations is caused by the loss or gain of a
proton that leads to ionizations of carboxylates and amines.27

The changes in the electrostatic environment of PDE4B and
4D may alter the conformations and finally affect the
secondary structure of the protein. The influence of the pH
on the structure is known for lysozymes, plastocyanin,
γ-chymotrypsin, azurin, and insulin.28 Another example is
of cubic insulin crystals that manifest alterations in the

Figure 4. The X-ray crystal structural conformations of I (310-helix 1TB5) and II (turn 1TB7) at pH ) 10.0 and pH ) 6.5-7.5,
respectively. In the SPMCD residue sequence the hydrogen bonding interaction of the amide bond with solvent molecules such
as water and EDO is also shown.
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conformations of side chains of acidic residues as a function
of the pH ranging from 7 to 11.28 Such an alteration in the
protonation states of acidic residues influencing the enzy-
matic role is well-known for the cytochrome P-450s.29 The
difference in the conformation around the 10/11 loop region
of PDE4 as a function of the pH might arise from the
repulsion between the side chains of two glutamic acid
residues that are adjacent to each other.

In the M-loop region the difference in the secondary
structure is observed at the backbone of the SPMCD residue
sequence that has conformation I in the 310-helix of PDE4B
and II in all the turn containing PDE4B and 4D structures
(Figure 3). Structures I and II have a conserved hydrogen
bond between the CO of serine and the NH of cysteine. These
two structures have a difference in the orientation of the
carbonyl group of the proline in the amide bond. This

difference of the carboxy group orientation of the proline
helps to gain extra hydrogen bonding with the NH group of
the aspartic acid resulting in a twist and forming a 310-helix
structure in I (Figure 3, Scheme 1C). Generally the con-
strained geometry of the proline initiates the turning of a
protein strand, while here it brings a 310-helix structure of
the conformation I.

The influence of pH can lead to the existence of various
protonation states of side chains or amide bonds in structures
I and II. The aspartic acid and cysteine side chains are
generally known to be protonated in various protein
structures.28–30 There are some examples of backbone amide
bonds that undergo protonation when they are involved in
interactions with a metal as in belomycin.29c So, we anticipate
that in the SPMCD residue sequence depending on pH,
aspartic acid or cysteine side chains or amide bonds can be

Figure 5. The ball and stick model represents the pentapeptide (SPMCD) that is considered the high layer QM region, and the
shell with water molecules (lines) is considered as the low layer MM region. The optimized geometry of I and II and their hydrogen
bonding network with the solvent-water molecules are also shown.

Table 3. Summary of a Number of Water Molecules Present Around PDE4B (1TB5) and PDE4D (1TB7) Structures

no. of water molecules near to CO group of proline no. of water molecules near to NH group of methionine

structure crystal ONIOM MD(10 ns) crystal ONIOM MD(10 ns)

1TB5 (PDE4B) 0 2 1-2 1 2 0-2
1TB7 (PDE4D) 1 EDO 2 1-2 2 2-3 2-4
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protonated. We simulate different pH conditions by adding
or removing a proton of side chains or amide bonds. The
energies of the protonated and deprotonated states of aspartic
acid, cysteine and amide bonds in all seven sets of similar
ligands having a “310-helix” and a “turn” containing struc-
tures are calculated. The protonation and deprotonation states
of aspartic acid residue do not explain the existing structural
variations (S1). The isodesmic equation 1 shows the energet-
ics of the protonation and the deprotonation of the cysteine
residue. Except in rolipram ligand containing structures, the
formation of the protonation state of cysteine in structure II
and the deprotonated state in structure I are exothermic in
the gas phase (Table 1).

I + IIdeprocysf Ideprocys + II (1)

The exothermicity of the reaction is due to the cysteine
side chain (SH) in the protonated state gaining a weak
hydrogen bond with the CO group of the proline in structure
II, whereas in the deprotonated state it is missing (Figure
3). On the other hand in structure I, the deprotonated state
of the cysteine side chain can have weak electrostatic
interactions with the NH group of methionine.31 The pro-
tonated state of the cysteine side chain in II and the
deprotonated state in I have gained a noncovalent interaction
each justifying their thermodynamic stabilities.

The feasibility of protonation of backbone amide bonds
is also studied. Even though the differences of pH by three
units may not lead to the protonation and deprotonation of
amide bonds of PDE4 under experimental conditions, we
anticipate that the protonation and deprotonation of N2 and
N3 (Figure 3) of structures I and II would be an indicator
of the influence of the pH. The deprotonation and protonation
are done at N3 (NH of methionine) and N2 (N of proline)
of the amide bonds, respectively, where the change of
conformation is observed (Figure 3). Reaction energies of
the isodesmic eq 2 for seven sets of similar ligands in their
protonated and deprotonated states indicate that II is more
stable in the protonated form and I in the deprotonated form
(Table 2). The isodesmic eq 5 shows that all turn containing
PDE4 (II) on protonation at N2 are stable over 310-helix
containing structures (I), and in isodesmic eq 6 the reverse
is observed for deprotonation at N3 (Tables S2 and S3).

The order of stability of the protonated state in all II and
deprotonated form in I is attributed to the increase in the
number of hydrogen bonding interactions. In structure II,
the CO of the proline gains a 1,4 interaction with N2 on
protonation and a weak interaction with the CH and SH of
methionine and cysteine side chain residues.31,32 On the other
hand the deprotonation of N3 leads to a weak C-H-N3
interaction33 in I similar to the C-H-O interaction seen in
II (Figure 3). The thermodynamic stability of the protonated
and the deprotonated states in structures I and II depends
on the gain in noncovalent interactions such as hydrogen
bonds and electrostatic interaction with the surrounding
environment. The exothermicity of the backbone amide bond
protonation is quite higher than cysteine protonation.

Ipro + IIdeprof Idepro + IIpro (2)

The extent of noncovalent interactions in structures I and
II can also differ with respect to the surrounding solvent

molecules. The 35 crystal structures are thus thoroughly
examined near the M-loop region to know the influence of
the water molecules. In all the crystal structures with respect
to the methionine of the M-loop region a sphere radius of
10.0 Å is analyzed. There are 22 turn containing structures
crystallized in PEG conditions. We found that the turn
containing (II) PDE4D structures with resolution lower than
2.10 Å have ethane diol (EDO) and water molecules in this
region (Table S4). The carbonyl group of the proline of
structure II has a hydrogen bonding interaction with the EDO
or water molecule. The amide group of the methionine of
structure II has a hydrogen bonding network with the NH
of aspartic acid through two water molecules (Figures 4 and
S5). These additional interactions with the solvent thus
stabilize structure II. The presence of EDO near the carbonyl
group of proline in these structures may be due to PEG
crystallization conditions, while such a type of EDO or water
molecules are not found at the carbonyl group of proline in
the M-loop region of four PDE4B (1F0J, 1ROR, 1RO6, and
1RO9) and in high resolution PDE4D turn containing
structures, even though they have similar crystallization
conditions (Table S4). Even the number of water molecules
varies from 1-2 in the two chains (A and B) of the same
crystal. This is also true in other crystals considered here
(Table S4). It is possible to identify a water molecule even
in the 12 low resolution structures with a 310-helix showing
hydrogen bonding interaction to the amide group of me-
thionine and carbonyl group of proline (Figures 4 and S5).
The number of solvent molecules present around the M-loop
region in these crystal structures is varied (Table S4).

The irregularity in the number and position of the water
and the EDO molecules in the crystal structures led us to
study the influence of the solvent molecules on the structures.
We model this by constructing a layer of 5 Å thickness of
water molecules around the pentapeptide SPMCD residue
sequence of structures I and II. This model system with
various protonation states of the cysteine and the amide bonds
of 1TB5 and 1TB7 are studied using the QM/MM ONIOM
method. In this model the pentapeptide is defined as the QM
region and water molecules in the MM region (Figure 5).
The ONIOM energies of the protonated and the deprotonated
states of the cysteine and the amide bond (N2 and N3) in
structures I and II along with a water layer are given in
isodesmic eqs 3 and 4, respectively.

I + IIdeprocysf Idepro cys + II ∆EONIOM) -6.55 kcal/mol

(3)

Ipro + IIdeprof Idepro + IIpro ∆EONIOM ) -10.06 kcal/mol
(where I ) 1TB5 and II) 1TB7)

(4)

The ONIOM calculation in explicit solvent shows the
reaction is exothermic and similar as in the gas phase reaction
(isodesmic eqs 1 and 2). The water molecules form a
hydrogen bond with the NH group of methionine and the
CO group of proline in structures I and II. The gain in the
hydrogen bonding interaction of the amide bond in structure
II makes it more stable than I. The hydrogen bonding
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network of water with the residues in the crystal structures
is reproduced by ONIOM calculations (Figures 4, S5, and
5).

To reinvestigate the average number of water molecules
that can exist near the amide bond, the CO group of the
proline, and the NH group of the methionine, MD simulation
on M-loop region of a 310-helix (1TB5) and a turn (1TB7)
containing structures are performed for 10 ns in explicit
solvent under NPT conditions. The simulation result also
shows similar hydrogen bonding interactions of water
molecules around the CO group of the proline and the NH
group of the methionine. The number of water molecules
present around the NH group of the methionine and the CO
group of the proline are retained as in ONIOM model
systems (Figures S6 and S7 and Table 3). The gas phase,
ONIOM, and MD calculations of the model systems have
shown noncovalent interactions with adjacent residues, and
solvent molecules in structures I and II are different.

Electronic structure calculations thus explain the structural
anomaly that at pH ) 10.0 conformation I is seen in all 310-
helix PDE4B structures and at pH ) 6.5-7.5 prefer
conformation II as observed in all turn containing crystal
structures. The pH variation thus can have different proto-
nation states of cysteine side chain or backbone amide bonds.
The different protonated states are stabilized by the nonco-
valent interactions of the amide bond with the surrounding
environment such as adjacent residues and solvent molecules.
Thus the orientation of the amide bond between proline and
methionine is the deciding factor for the secondary structural
change in the II or I. The pH dependence of the structures
shows that there will be potential differences in the interac-
tion at different parts of the cells in the body at different pH
for the same enzyme-substrate combination. The secondary
structure difference presented here has similar sequences and
cannot account for subtype selectivity of PDE4 because at
physiological pH it could have a turn structure. However,
the variation in the sequence of the M-loop region may
change the interactions with the inhibitor that can help in
subtype selectivity. The exploration of the PDE4 inhibitor
that can accommodate the M-loop region apart from the
metal8b,9 and the solvent pocket34 of the active site can lead
to better subtype selectivity.

Conclusions

The 35 X-ray crystal structures of the two subtypes of PDE4
show an influence of pH of the crystallization medium as
an experimental variable on the secondary structural change
in the M-loop region. The pattern of secondary structural
change in the highly flexible M-loop region as a function of
pH is striking in these crystal structures. Electronic structure
calculations on the model sequence of the SPMCD residue
of PDE4 explain the thermodynamic preferences for the
secondary structure in the pattern of a 310-helix versus a turn
in the M-loop region. The protonated states of the cysteine
side chain and amide bond of turn containing structures are
exothermic according to the isodesmic equations. It is due
to the increase in the number of hydrogen bonding interac-
tions with a surrounding environment such as adjacent
residues and solvent molecules. Thus the variations in local

(physiological) pH at the point of interaction can be an added
parameter in optimizing the specificity of PDE4 inhibitors.
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Abstract: Catalytic metal sites in enzymes frequently have second-sphere carboxylate groups
that neutralize the charge of the site and share protons with first-sphere ligands. This gives rise
to an ambiguity concerning the position of this proton, which has turned out to be hard to settle
with experimental, as well as theoretical, methods. We study three such proton-transfer reactions
in two proteins and show that, in [Ni,Fe] hydrogenase, the bridging Cys-546 ligand is deprotonated
by His-79, whereas in oxidized copper nitrite reductase, the His-100 ligand is neutral and the
copper-bound water molecule is deprotonated by Asp-98. We show that these reactions strongly
depend on the electrostatic interactions with the surrounding protein and solvent, because there
is a large change in the dipole moment of the active site (2-6 D). Neither vacuum quantum
mechanical (QM) calculations with large models, a continuum solvent, or a Poisson-Boltzmann
treatment of the surroundings, nor combined QM and molecular mechanics (QM/MM) optimiza-
tions give reliable estimates of the proton-transfer energies (mean absolute deviations of over
20 kJ/mol). Instead, QM/MM free-energy perturbations are needed to obtain reliable estimates
of the reaction energies. These calculations also indicate what interactions and residues are
important for the energy, showing how the quantum system may be systematically enlarged.
With such a procedure, results with an uncertainty of ∼10 kJ/mol can be obtained, provided
that a proper QM method is used.

Introduction

The understanding of reaction mechanisms of enzymes has
been a major goal in biochemistry for a long time. Most
enzymes contain ionizable groups in their active site, and
they often have perturbed properties (e.g., acid constants)
compared to the same group in a water solution. This is
especially pronounced in the neighborhood of metal sites,
owing to the strong electrostatic field from the metal.
Therefore, it is often crucial for the understanding of enzyme
mechanisms to predict the acid constants of active-site
residues, or at least the location of protons in the active site.
This is a formidable task both for experimental and theoreti-
cal methods, and therefore many different methods have been
developed with this aim.

A common way to study the reaction mechanism in protein
is to perform a quantum mechanical (QM) calculation of only
a few residues from the active site.1 Such a procedure has
the advantage of allowing for calculations with big basis sets
and the inclusion of zero-point energies. On the other hand,
the surrounding protein is only modeled by a few explicit
residues, whereas the rest of the protein is either ignored or
modeled as a featureless continuum with a dielectric constant
of ∼4. Likewise, the dynamics of the protein are ignored,
and entropic and thermal effects are estimated from a
harmonic analysis of the normal-mode frequencies of the
modeled system, a convenient but approximate approach.

At the next level of approximation, the whole enzyme is
included in the calculations. This can be done in different
ways. First, the whole protein may be described by molecular
mechanics (MM) or the active site by QM methods and the
surrounding protein by a point-charge model or by MM (QM/
MM methods).2–4 Second, a single conformation (a mini-
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mized or experimental structure) or a thermodynamic
ensemble of structures can be studied. Finally, the investiga-
tion may be restricted to enthalpies or free energies may be
estimated by either strict statistical mechanics methods (e.g.,
free-energy perturbations or thermodynamic integration) or
more approximate methods (e.g., from the change in solvent-
exposed surface area).

One popular way to estimate acid constants in proteins is
to consider only electrostatic effects, estimated by the
solution of the Poisson-Boltzmann (PB) equation.5–9 The
charges of the active site are typically obtained from a QM
calculation, and the solvation energies are combined with
the corresponding QM energies. Normally, only a single
structure is considered, and this is compensated for by the
use of an effective dielectric constant (ε) of 4 or higher inside
the protein.

The most accurate estimates of free energies in proteins
are obtained by free-energy perturbations (and similar
methods) based on a QM description of at least part of the
protein. Several approaches along these lines have been
suggested, differing in the level of QM calculations, the
interaction between the QM and MM systems, and the
methods to perform the sampling and estimate the free
energies.10–19

A problem with all methods that include explicitly the
surrounding protein is the magnitude of the electrostatic
interactions: Electrostatic atom-atom interactions are often
∼50 kJ/mol in a point-charge approximation, but the great
majority of these interactions cancel. This makes the calcula-
tions sensitive to the treatment of solvation and the value of
the dielectric constant in continuum approaches. This was
succinctly illustrated in a recent study of the active copper
site in nitrite reductase.8 In this, the position of a proton in
a hydrogen bond between the imidazole group of a histidine
(His) copper ligand and the carboxylate group of a glutamate
(Glu) residue was studied. Although the two structures differ
only in the movement of a proton by less than 0.7 Å,
estimates of the energy difference of the two states with
different methods differed by up to 93 kJ/mol. In fact, a
scaling of the point-charge model of the surrounding protein
with a factor (effective dielectric constant) of 4 changed the
relative energy by 88 kJ/mol. Likewise, theoretical estimates
of pKa values of metal ligands may easily be off by over 10
pKa units.20

In this paper, we study the transfer of a proton within
hydrogen bonds close to active-site metal ions with various
theoretical methods, ranging from pure QM methods to a
QM/MM free-energy perturbation approach (QTCP).18,19 We
study two test cases, copper nitrite reductase, mentioned
above, and the transfer of a proton between a bridging
cysteine ligand and a nearby His residue in [Ni,Fe] hydro-
genase. By comparing the QTCP results with those obtained
with cheaper methods, we may discuss the usefulness of
various approximations. We also suggest a method to decide

the size of the QM system and discuss whether large proteins
may be truncated in the calculations.

Methods

QM/MM Calculations. The QM/MM calculations were
carried out with the COMQUM program.21,22 In this approach,
the protein and solvent are split into three subsystems: The
QM system (system 1) contains the most interesting atoms
and is relaxed by QM methods. System 2 consists of all
residues within 15 Å of any atom in system 1 and is relaxed
by a full MM minimization in each step of the QM/MM
geometry optimization (in the QM/MM_free calculations;
in the other calculations, only system 1 was optimized).
Finally, system 3 contains the remaining part of the protein
and surrounding solvent molecules and is kept fixed at the
original (crystallographic) coordinates.

In the QM calculations, system 1 is represented by a wave
function, whereas all of the other atoms are represented by
an array of partial point charges, one for each atom, taken
from MM libraries. Thereby, the polarization of the QM
system by the surroundings is included in a self-consistent
manner. When there is a bond between systems 1 and 2 (a
junction), the hydrogen link-atom approach is employed: The
QM system is capped with hydrogen atoms (H junction
atoms), the positions of which are linearly related to the
corresponding carbon atoms (C junction atoms) in the full
system.21,23 Charges on atoms bound to junction atoms are
zeroed, and the charges are evenly distributed on the other
MM atoms in that residue.21,22

The total QM/MM energy in COMQUM is calculated as:

EQM/MM )EQM1+ptch -EMM1 +EMM123 (1)

where EQM1+ptch is the QM energy of the QM system
truncated by hydrogen atoms and embedded in the set of
point charges (but excluding the self-energy of the point
charges). EMM1 is the MM energy of the QM system, still
truncated by hydrogen atoms, but without any electrostatic
interactions. Finally, EMM123 is the classical energy of all
atoms in the system with C junction atoms and with the
charges of the QM system set to zero (to avoid double-
counting of the electrostatic interactions). By this approach,
which is similar to the one used in the Oniom method,24

errors caused by the truncation of the QM system should
cancel.

The geometry optimizations were continued until the
energy change between two iterations was less than 2.6 J/mol
(10-6 au) and the maximum norm of the Cartesian gradients
was below 10-3 au. Restrained structures were optimized
with a harmonic restraint with a force constant of 9375 kJ/
(mol ·Å2) ) 1 au, giving a deviation of less than 0.001 Å in
the final structure.

QM Calculations. To be consistent with our earlier
calculations,8,25 the QM calculations on the two proteins were
slightly different. For [Ni,Fe] hydrogenase (H2ase), the
calculations were performed with the Becke 1988-Perdew
1986 (BP86) density functional26,27 together with the 6-31G*
basis set28 for H, C, N, O, and S and the DZP basis set for
Fe and Ni.29,30 The calculations were sped up by expanding
the Coulomb interactions in auxiliary basis sets, the resolu-
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tion-of-identity approximation.31,32 For nitrite reductase
(NIR), we instead used the three-parameter hybrid B3LYP
method, as implemented in the Turbomole package.33–35

These calculations employed the 6-31G* basis set for all
atoms,9 except for copper, for which we used the DZP basis
sets of Schäfer et al.,29,30 enhanced with p-, d-, and f-type
functions with exponents of 0.174, 0.132, and 0.39 (DZpdf).
All QM calculations were performed with the Turbomole
5.8 and 5.9 software.35

To obtain more accurate energies, a single-point B3LYP
calculation was performed for the optimized structures. In
these calculations, the 6-311+G(2d,2p) basis set was used
for the light atoms,9 whereas the DZP basis set for the Fe
and Ni was enhanced with s-, p-, d-, and two f-type functions
with the following exponents: 0.013 772, 0.041 843, 0.1244,
2.5, and 0.8 for Fe and 0.145 763, 0.146 588, 0.044 447,
0.1458, 6.74, and 1.04 for Ni, and the basis set for Cu was
enhanced with s, p, and f functions with exponents of 0.0155,
0.046 199, and 3.55.

Vibrational frequencies were obtained with the same
method and basis sets as for the geometry optimizations for
H2ase (BP86/6-31G*). The QM systems were first reopti-
mized in a vacuum, and then vibrational frequencies were
calculated for those structures. From these frequencies, zero-
point energies and thermal corrections to the Gibbs free
energy (at 298 K and 1 atm pressure) were obtained, using
an ideal-gas approximation.36 In nitrite reductase, a water
molecule hydrogen-bonded to the glutamate model in the
QM system had to be added to prevent the QM system from
relaxing to the Both state.

In some cases, solvation effects were estimated by single-
point calculations using the continuum conductor-like screen-
ing model (COSMO).37,38 These calculations were performed
at the same level of theory as the geometry optimization and
with default values for all parameters (implying a water-
like probe molecule) and a dielectric constant (ε) of 4. For
the generation of the cavity, a set of atomic radii has to be
defined. We used the optimized COSMO radii in Turbomole
(1.30, 2.00, 1.83, and 1.72 Å for H, C, N, and O, respectively,
and 2.223 Å for the metals).39 These energies are called
EQM1+ε)4 in the following.

MM Calculations. All MM calculations were run with
the sander module in the AMBER 8 software,40 using the
Amber 1999 force field.41,42 The QM system was represented
by charges fitted to the electrostatic potential, calculated in
115 000-260 000 points selected at random around the QM
system up to a distance of 8 Å and outside the van der Waals
envelope of the QM system. The fit used singular-value
decomposition methods to ensure that all of the fitted charges
are significant. The charges were constrained to exactly
reproduce the QM dipole moment and quadrupole moments,
as well as the Boltzmann-weighted electrostatic potential,
the CHELP-BOW method.43 The charge on each C junction
atom was adapted so that the total charge of the amino acid
(including both QM and MM atoms) was the same as the
sum of QM charges of the corresponding QM fragment.22

Thereby, we ensure that the total charge of the simulated
system is an integer, but we still allow charge transfer within
the QM system (the amino acids containing junctions have

noninteger total charges). Moreover, the charges on the C
junction atoms are changed from what is typical for a
hydrogen atom to what is more typical for carbon atoms.

All bond lengths involving hydrogen atoms were con-
strained by the SHAKE algorithm.44 The water solvent was
described explicitly using the TIP3P model.45 The electro-
statics were treated with the particle-mesh Ewald method46,47

with a grid size of 803 Å, a fourth-order B-spline interpola-
tion, a tolerance of 10-5, and a real-space cutoff of 8 Å.
The temperature was kept constant at 300 K using the
Berendsen weak-coupling algorithm48 with a time constant
of 1 ps. The molecular dynamics (MD) time step was 2 fs,
and the nonbonded pair list was updated every 50 fs.

QTCP and QM/MM-FE. QTCP (QM/MM thermody-
namic cycle perturbation) is a method to estimate free-energy
differences at the QM/MM level.18,19 It is based on the
thermodynamic cycle in Figure 1. Thus, we estimate the QM/
MM free-energy difference between the reactant (R) and the
product (P), ∆AQM/MM(R f P), by performing three free-
energy perturbations. The first one (the horizontal line in
Figure 1) is the corresponding free-energy difference at the
MM level, ∆AMM(R f P) (if the difference in free energy
between the reactant and product is too large, this perturba-
tion may be done in several smaller steps). The second and
third perturbations change the description of the R and P
states from the MM level to the QM/MM level (the vertical
lines in Figure 1). Summing up these three energies, we
obtain the free-energy change from the reactant to product
at the QM/MM level:

∆AQTCP(Rf P))∆AMM(Rf P)+∆AMMfQM/MM(P)-
∆AMMfQM/MM(R) (2)

The advantage with this approach is that the phase space
needs to be sampled only at the MM level, thereby avoiding
the extremely time-consuming sampling at the QM/MM
level. A similar approach has been used by Warshel and
co-workers,12,13 but it led to severe convergence problems.
We solved these by keeping the QM system fixed during

Figure 1. The QTCP cycle and energies.18,19 We want to
obtain the QM/MM free-energy difference between the reac-
tant (R) and the product (P, upper horizontal line, ∆AQM/MM(R
f P)). It is obtained by calculating the computationally much
cheaper MM free-energy difference (∆AMM(R f P), lower
horizontal line), as well as the two QM f QM/MM correction
terms (∆AMM f QM/MM, the two vertical lines). All energies can
be obtained by MD at the MM level only.
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the simulations.18,19 Test calculations at the semiempirical
level have shown that this does not affect the final free
energies significantly.49 By this procedure, we also avoid
the need of bonded MM parameters for the QM system.

In practice, the QTCP calculations were performed in the
following way (see http://www.teokem.lu.se/∼ulf/Methods/
qtcp.html for a more detailed description).18,19 We start from
the structures obtained by the QM/MM (for H2ase,25 keeping
system 2 fixed) or quantum-refinement (nitrite reductase8)
optimizations. Then, the proteins were better solvated by
using an octahedral water box, extending at least 9 Å from
the protein. This system was then minimized by 100 steps
of MM minimization, keeping the QM atoms fixed and
restraining the heavy atoms in the protein by a harmonic
force constant of 100 kcal/(mol ·Å2). This was followed by
a MD equilibration in the NPT ensemble (1 atm pressure
and 300 K temperature) for 70 ps, restraining the QM atoms
by a harmonic force constant of 500 kcal/(mol ·Å2) to the
QM/MM structure. For the truncated H2ase, heavy atoms
near the cut were restrained by harmonic forces of 10 kcal/
(mol ·Å2). After this equilibration of the volume of the
simulation cell, the QM system was moved back to the exact
position in the QM/MM calculations (the QM system moves
slightly during the constant-pressure simulation) and was
fixed at this position for the remaining simulations. Finally,
the system was equilibrated in the NVT ensemble for 200
ps, and snapshots were saved every 10 ps for an additional
time of at least 200 ps.

Finally, free energies were calculated from these snapshots
(strictly speaking, Helmholtz free energies are calculated,
rather than Gibbs free energies, but the difference between
these two quantities is small for proteins).50 The free energy
at the MM level (∆AMM(R f P) in eq 2) was calculated by
a free-energy perturbation (FEP), in which the coordinates
and the charges of the QM atoms (with C junction atoms)
were changed from the R state to the P state (or vice versa)
and the energy difference was calculated:

∆AMM(Rf P))-kBT ln〈 e-
E(P)-E(R)

kBT 〉 R (3)

where kB is the Boltzmann constant, T is the temperature,
and the angular brackets indicate an average over a MD
ensemble, sampled for the R state (Figure 1). An estimate
of the accuracy of this free energy is obtained by reversing
the R and P states, using snapshots from the simulation of
the P state instead (the hysteresis).

Likewise, the vertical MM f QM/MM free energies are
obtained by a FEP, in this case for the same state described
at two different levels of theory (Figure 1). As has been
described before,19 this is accomplished by the following
equation:

∆AMMf QM/MM(X))-kBT ln〈 e-
EQM1+ptch

′ (X)-Eel12(X)

kBT 〉 x
(4)

where X is either the R or P state and EQM1+ptch
′ is essentially

the same energy as EQM1+ptch in eq 1 (i.e., the QM energy of
the QM system embedded in a point-charge model of the
surrounding protein, but excluding the self-energy of the

point charges), with the small exception that, in the QM/
MM calculations, a few point charges near the junction atoms
were deleted, which is not the case for EQM1+ptch

′ , in which
all point charges of the MM system were included. Eel12 is
the electrostatic interaction energy between the QM (with
H junction atoms) and MM systems (excluding interactions
within the two systems), calculated at the MM level (i.e.,
by Coulomb’s law), using the same point charges for the
MM system as in EQM1+ptch

′ and the QM fitted point charges
for the QM system (i.e., the same point charges used in the
MD simulation), with the exception for the junction atoms,
for which the original CHELP-BOW point charges were used
(in the MD simulations, the point charges on the junction
atoms were adapted so that the total charge of the protein
was an integer; in the calculation of Eel12, the sum of the
point charges of the QM system is an integer, whereas that
of the MM system is not an integer). Thereby, we obtain an
energy that is as similar as possible to that in the QM
calculation (EQM1+ptch

′ ).

The vertical MM f QM/MM free energies (∆AMM f

QM/MM(P) and ∆AMM f QM/MM(R)) are computationally
expensive to obtain. Therefore, approaches have been
suggested that employ only a single QM calculation for
each state (i.e., ∆AMM f QM/MM(P) - ∆AMM f QM/MM(R) is
approximated by EQM(P) - EQM(R)). This corresponds to
the QM/MM-FE approach14,15 (called QM-FE if the QM
system is optimized in a vacuum, rather than by
QM/MM10,11). We have shown that this was a rather good
approximation to QTCP for our test case, the methyl
transfer by catechol O-methyltransferase, and we have also
discussed how the EQM(P) - EQM(R) energy difference is
best calculated.18,19 In this paper, we also test the QM/
MM-FE approach. The EQM(P) - EQM(R) energy differ-
ence is calculated by optimizing the QM wave functions
with a point-charge model of the surroundings. Then, the
point charges are removed and the energy is estimated
by a single self-consistent field iteration (i.e., without
reoptimizing the wave function and using a final grid size
of 3 in Turbomole). Thereby, we obtain the energy of the
QM system polarized by the surroundings, but excluding
the electrostatic interactions between the QM system and
the point charges, EQM1pol. However, essentially the same
results are obtained by using vacuum QM calculations
(i.e., without any point-charge model, EQM1) directly on
the QM/MM structures.

In some QTCP calculations, solvent-exposed charged
amino acids were neutralized (not in the MD simulations,
but only in the final FEPs). Several methods to neutralize
the residues were tried, for example, changing them to the
corresponding neutral residue in the Amber libraries or
scaling down all charges by a factor (dielectric constant) of
80, but the results were very similar. Therefore, we use in
the presented results the simplest approach, namely, zeroing
all charges in the neutralized residues. The solvent exposure
of the residues was determined by counting the number of
(non-hydrogen and nonwater) atoms within 15.5 Å of the
center of the charged group (the side-chain nitrogen atom
of Lys and the amino terminal; C� of Arg; the average
position of the two carboxylate oxygen atoms in Asp, Glu,
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and the carboxy terminal; and the center of the imidazole
ring of doubly protonated His). Groups with less than 575
protein atoms within this radius were considered solvent-
exposed.51

Poisson-Boltzmann Solvation Energies. For compari-
son, the solvation energy of the QM system in the surround-
ing protein and water was estimated by solving the
Poisson-Boltzmann equation using the solvinprot module
of the software Mead 2.2,52 following the same procedure
used before for both H2ase and NIR.8,25 Similar procedures
have been used for several other proteins.5–7,9,53–55 The QM
system was modeled with the same QM point charges as in
the QTCP calculations. The dielectric constants of the QM
system, the protein, and the water solvent were set to 1, 4,
and 80, respectively. No explicit water molecules were
included in the calculations (except the three H2O ligands
of Mg in the H2ase). The positions of the atoms were taken
from the QM/MM structures (H2ase) or from the COMQUM-X
structures (NIR). The Mead calculations were performed with
3513 grid points and a spacing of 0.25 Å, centring the grid
on the QM system. The reported energies are the average of
seven calculations in which the grid origin was moved 0.1
Å in the positive and negative directions along each Cartesian
axis. The maximum difference among the seven calculations
was 2 kJ/mol. Parse radii56 were used for all atoms. These
values have previously been shown to provide reasonable
agreement with experimental results.9,57,58 The MEAD
solvation energies (∆GPB) were added to the polarized QM
energy to get a full free-energy estimate:

∆EPBtot )∆GPB +∆EQM1pol (5)

[Ni,Fe] Hydrogenase. The calculations on H2ase were
based on the P212121 crystal structure of the Ser499Ala
mutant from D. fructosoVorans,59 which was the crystal
structure with the best resolution (1.81 Å) at the start of our
investigation. The hydroxide group of Ser-499 forms a
hydrogen bond to one of the CN- ligands of Fe, but in the
mutant, a water molecule replaces this group, leading to
unchanged enzymatic properties, vibrational frequencies, and
structure, but much better diffracting crystals.59

Two different sizes of the simulated system were tested.
One set included the full protein: 818 protein residues and
either 5797 (QM/MM) or 14 790 (QTCP) water molecules,
giving a total of 29 689 or 56 668 atoms. In the second set
of calculations, all residues more than 27 Å from the Ni ion
were deleted, and solvation water molecules were added to
the protein, forming a sphere with a radius of 33 Å (602
protein residues and 1042 water molecules, giving a total of
12 178 atoms; this is the system used in our previous QM/
MM study of this enzyme25). In the QTCP calculations, this
system was embedded in an octahedral box with 6701 water
molecules, yielding a total of 29 149 atoms in the system.

For metal sites outside the active site (the two [4Fe-4S]
clusters, the [3Fe-4S] cluster, and a six-coordinated Mg ion),
we used Merz-Kollman electrostatic potential (ESP) charges,
taken from QM calculations of truncated models of each site.
Force constants for the bond, angle, and dihedral terms were
estimated from the Hessian matrix, obtained from a QM
frequency calculation of the optimized models, using the
approach by Seminario.60,61

The QM system, depicted in Figure 2, consisted of the Ni
and Fe ions and their first-sphere ligands (two CN- ions,
CO, Cys-72, Cys-75, Cys-543, and Cys-546). Two second-
sphere residues, Glu-25 and His-79, were also included
because they share hydrogen atoms with Cys-543 and Cys-
546, respectively. The Cys residues were modeled by CH3S-,
whereas His was modeled by imidazole and Glu-25 by acetic
acid. The aim of this investigation was to study the relative
stability of the two states in which the proton shared by Cys-
546 and His-79 resides on either His-79 (called the HIP state)
or on Cys-546 (called the HID state).

In some calculations, the QM system was enlarged with
some surrounding amino acids, as is illustrated in Figure 2.
The seven different QM systems, N, NR, NACG, NACG′,
NACGR, NCHACG, and NCHACGR, contained 46, 59, 66,
86, 79, 91, and 104 atoms, respectively.

Hydrogen atoms were added to the protein using the leap
module in AMBER.40 The protonation status of histidine
residues was determined by an inspection of the local
surroundings and hydrogen-bond structure. This gave pro-
tonation of the N1 atom for residues S5 (an initial S refers
to the small subunit, whereas residue numbers without S refer
to the large subunit), S92, S160, S243, 367, 481, and 549;
protonation of the Nε2 atom for S13, S184, 27, 66, 113, 118,
121, 123, 188, 210, 228, 349, and 419; and protonation of
both of these atoms for S61, S192, 79, 115, 204, 305, and
538. All Lys, Arg, Asp, and Glu residues were assumed to
be charged, except Glu-25, which shares a hydrogen atom
with the Ni ligand Cys-543, and Glu-S16, which is involved
in the proton-transfer path from Cys-543 to the protein
surface.

The positions of the hydrogen atoms and solvation water
molecules were optimized by a simulated-annealing molec-
ular dynamics calculation followed by a MM minimization,
as has been described before,62 with the QM system in the
HIP state. Test calculations in which this optimization was
performed for the HID state instead changed the final QTCP
free energies by up to 8 kJ/mol (Table 1, the last row).

The oxidation states of metals were FeII 63,64 and NiIII.
This gives a neutral QM system when Arg-476 is included
and a -1 e charge otherwise. The QM system was considered
in the closed-shell singlet state.

Nitrite Reductase. The calculations on copper NIR were
based on the crystal structure of oxidized NIR at pH 6.0
(Protein Data Bank file 1NIC at 1.9 Å resolution).65 The
protein is composed of three identical subunits (although only
one subunit is present in the crystallographic unit cell), each
with 333 residues and two copper ions (one type 1 blue
copper ion, used for electron transfer, and the catalytic type
2 copper ion).

The QM structures for NIR were obtained in our previous
study8 using the COMQUM-X quantum refinement approach.
It is essentially a QM/MM minimization, in which the
structure is restrained to remain close to crystallographic raw
data (the structure factors).8,66

Hydrogen atoms and water molecules were added to the
protein and were optimized in the same way as for H2ase.
His-100, -135, and -306 were protonated on the Nδ1 atom
and His-60, -95, and -145 on the Nε2 atom, and the other
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His residues were protonated on both nitrogen atoms. The
only Cys residue is a copper ligand and was therefore
assumed to be deprotonated.

The QM system consisted of the Cu ion, three imidazole
groups, as models of the His ligands, two acetate ions, as
models of Asp-98 and Glu-279, and a water molecule. The
QM system is shown schematically in Figure 3. The copper
ion was studied in the oxidized CuII doublet state.67

Therefore, the QM system was neutral. In some calculations,
the QM system was enlarged by His-255 and Lys-262,
resulting in a charge of the QM system of +2 e. The other
copper site was treated by pure MM methods, using our
previously developed and calibrated parameters (from QM
calculations of the oxidized state).68

In the QTCP calculations, the whole trimeric protein (1005
amino acids) was considered. This was accomplished by
copying the structure of the QM system from the COMQUM-X
calculation8 to the other two subunits of the protein. For the
QM energies in QTCP, only subunit A was considered, to
save computer time, whereas the MM energies were obtained
by perturbing all three copper sites simultaneously (but the
presented free energies correspond to a single Cu site).

The QM/MM calculations for NIR were carried out on
the quantum-refined structure, to which hydrogen atoms and
a solvation layer of ∼4000 water molecules were added and

optimized by a 90-ps simulated-annealing calculation, fol-
lowed by a MM minimization. The latter calculations were
performed in the Both state to obtain the same environment
for all four states. QM/MM_free structures were then
obtained by optimizing system 2 for each of the four states
separately by a MM minimization until the root-mean-square
force was below 10-3 au.

Results and Discussion

[Ni,Fe] Hydrogenase: QTCP. Hydrogenases are enzymes
that catalyze the seemingly simple reversible reaction69

H2a 2H++ 2e- (6)

There are several types of these enzymes. The H2ases have
an active site with one Ni ion coordinated to four Cys
residues and an Fe ion, which coordinates to two of the same
Cys ligands and also two CN- ions and one CO molecule
(Figure 2).70 Many crystal structures of H2ases have been
presented,59,70 but several details of the reaction are still
controversial because the reactants and products of eq 6 are
invisible in normal crystal structures. For example, the
reaction involves protons, but it is not fully clear where these
bind: In principle, any of the four Cys ligands of Ni may
be protonated, and there are also other possible proton
acceptors in the active site.

Figure 2. The seven QM systems used for the [Ni,Fe] hydrogenase (N, NR, NACG, NACG′, NACGR, NCHACG, and NCHACGR).
In reality, Arg-476 is located above and His-79 below the plane of the paper. Cut bonds that are truncated by hydrogen atoms
in the calculations are indicated by dotted lines and hydrogen bonds with dashed lines. The moving proton is indicated by the
red circle.
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Many theoretical investigations of the H2ases have also
been presented.25,71–76 In principle, it should be possible to
deduce the energetically most favorable protonation sites by
theoretical methods, but it is hard to obtain converged
energies in such calculations.25 In this investigation, we use
a somewhat simpler test case, namely, the transfer of a single
proton between the Ni ligand Cys-546 and His-79 along a
hydrogen bond (Figure 2). We try to estimate the relative
free energies of the state with the proton on Cys-546 (called
the HID state) and the state with the proton on His-79 (called
the HIP state).

We started to study this proton transfer in the truncated
protein with the normal (N) QM system (cf. Figure 2) by
dividing it into six separate steps, with H-N distances of
1.08 (HIP state), 1.14, 1.26, 1.44, 1.62, 1.80, and 1.98 Å
(HID state). The corresponding QTCP free-energy profile is
shown in Figure 4 (upper, black curve). It can be seen that
the QTCP results indicate that the HIP state is 39 kJ/mol
more stable than the HID state and that there is no barrier
(activation energy) for the proton transfer. The hysteresis in
each step is less than 1 kJ/mol, indicating that the step size
is small enough. In fact, the proton transfer can be performed
in a single step, giving a similar result (37 kJ/mol; cf. Table
1, first two rows), with a hysteresis of only 2 kJ/mol.
Therefore, we have used single-step perturbations in the
following investigations, where we study the effect of
increasing the quantum system, with both the truncated and
full proteins.

The Size of the QM System. An advantage with the MM
free energies in the QTCP calculations is that it is straight-
forward to calculate approximate contributions to the free-
energy difference from each QM atom or from each MM

residue. Moreover, the interactions can be divided into
contributions from the various types of MM energy terms,
that is, bonds, angles, dihedrals, electrostatics, and van der
Waals interactions.

The results of such an analysis are shown in Table 2. It
can be seen that the energies are completely dominated by
the electrostatic interactions, with only minimal contributions
from the bonded and van der Waals interactions. It can also
be noted that there are many residues with quite large
contributions, but they to a large extent cancel. The largest
contribution comes from Arg-476 (-28 kJ/mol), which is
hydrogen-bonded to the CN ligand of the iron ion (cf. Figure
2). Two aspartate residues, Asp-114 and Asp-541, which are
hydrogen-bonded to Arg-476, more than cancel the effect
of Arg-476 (+15 and +19 kJ/mol, respectively). The MM
parts of three QM residues also have significant contributions:
Cys-75 (-9 kJ/mol), His-79 (+9 kJ/mol), and Cys-546 (-10
kJ/mol). In addition, the neighboring Gly-547 residue
contributes by -12 kJ/mol, and His-481 (which forms a
hydrogen bond to the proton acceptor His-79) favors the HIP
state by 11 kJ/mol. Residues Arg-70 and Ala-71, which are
close to the QM system, favor the HID state by ∼10 kJ/mol
each.

These results indicate that we may systematically improve
the results by enlarging the QM system by the residues with
the largest MM contributions. To this end, the QM system
was extended with the rest of residues, Cys-75 and His-79
(including the CO and NH groups of the preceding and
succeeding residues, called CH), Ala-545, Cys-546, and Gly-
547 (ACG), as well as the guanidine group of Arg-476 (R)
in various combinations, as illustrated in Figure 2. In
addition, we also tested a larger variant of the NACG system,
in which the backbone atoms of Ile-544 and the amide
linkage to Val-548 were also included (called NACG′).

The results of the QTCP calculations with the extended
QM system calculations are listed in Table 1 for both the
truncated and full-protein simulations. It can be seen that
including Arg-476 in the QM system (R) has a small and
varying effect on the QTCP energy (-4 to +9 kJ/mol, with
an average of +1 kJ/mol), which probably mostly reflects
the accuracy of the method (note that the hysteresis is 1-4
kJ/mol). On the other hand, there seems to be a more
consistent effect of adding both Cys-546 (ACG) and Cys-
75 plus His-79 (CH) to the QM system (average effects of
-10 kJ/mol for both residues). These two contributions are
reasonably additive. Thus, the results suggest that, if residues
covalently connected to the QM system have large MM
components, it is advisable to include them in the QM
system, whereas other interactions (e.g., hydrogen bonds)
are sufficiently well described by the MM force field.

The Size of the Simulated System. As mentioned above,
we have performed QTCP calculations both with a spheri-
cally truncated system and for the full H2ase protein. The
latter calculations are ∼5 times more expensive in terms of
computer time, and similar truncations are frequently used
in theoretical simulations of large proteins. As discussed
above, calculations with the two systems give similar trends
for the enlarged QM systems, and the HIP state is clearly
favored in both calculations. However, the results in Table

Table 1. QTCP Results for [Ni,Fe] Hydrogenase (kJ/mol)a

Protein QM system ∆AMM hysteresis ∆AMM f QM/MM ∆AQTCP

truncated Nb -38.0 1.2 -1.2 -39.1
N -36.6 1.8 -0.7 -37.3
Nc -33.9 2.8 -0.8 -34.7
NR 0.9 0.4 -31.5 -30.6
NACG -18.1 1.5 -22.4 -40.5
NACG′ -20.3 0.9 -23.3 -43.5
NACGR 6.8 2.7 -47.9 -41.1
NCHACG -8.0 1.9 -40.7 -48.7
NCHACGR 20.3 0.9 -64.2 -43.9
NCHACGRd 51.0 0.6 -63.6 -12.6

full N -48.4 0.8 -2.3 -50.6
NR -14.4 4.0 -37.8 -52.2
NACG -46.0 1.5 -20.0 -66.0
NACGR -9.8 0.5 -53.1 -62.9
NCHACG -38.2 0.9 -39.7 -77.9
NCHACGR -6.7 2.5 -75.0 -81.8
NCHACGRd 13.2 2.5 -59.2 -46.0
NCHACGRe -1.6 3.8 -72.8 -74.3

a A negative energy means that the HIP state is most stable.
The calculations were performed both on the full and on the
truncated protein and with seven different sizes of the QM system
(cf. Figure 2). ∆AMM and ∆AMM f QM/MM are the MM and MM f
QM/MM parts of the QTCP free-energy difference, respectively (cf.
Figure 1). The second column gives the hysteresis in the ∆AMM

term. The sum of the ∆AMM and ∆∆AMM f QM/MM terms yields the
QTCP free energy, ∆AQTCP. b Six-step perturbation. c Nine Na+

ions were added to the MM system to neutralize the protein. d The
QTCP calculations were carried out without the water solvent.
e The hydrogen atoms were equilibrated for the HID state, rather
than for the HIP state.
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1 show that there is a shift in the free-energy difference when
going from the truncated to the full protein. This shift is
13-38 kJ/mol (average 26 kJ/mol), favoring the HIP state
in the full protein. The shift cannot be attributed to any single
residue left out in the truncated protein; instead, it is spread
over a large number of residues. The individual contributions
of residues common to the full and truncated protein are
similar (within 2 kJ/mol), as can be seen in Table 3. Thus,
the truncation of a protein, even as far as 27 Å from the
active site, can have a significant influence on the energetics
of the protein.

To verify that the shift really is caused by the truncated
parts of the protein, and not by the water solvation, the
calculation with the largest QM system (NCHACGR) was
repeated without any water molecules in the system (except
the three water ligands of the Mg2+ ion). This was achieved
by stripping off the water molecules after the MD simulation.
This led to a difference of 33 kJ/mol between the truncated
and full simulations (cf. Table 1), clearly showing that the
shift comes from the truncated part of the protein. Further-
more, it can be seen from the table that the water solvation
favors the HIP state by ∼30 kJ/mol in both the full and
truncated proteins.

Naturally, the full protein plus the solvent is larger than
the truncated protein plus the solvent, and it is conceivable

Figure 3. The normal (N) QM system for copper nitrite reductase. The moving protons are indicated as dashed ellipses. The
resulting four geometries of the protonation of Glu-279, His-100, and Asp-98 and copper-bound water are sketched and labelled
in the lower part of the figure. In some calculations, this QM system is extended with Lys-269 and His-255 (these residues are
in ellipses in the figure; NHK). The location of the energetically important residues Val-133, Thr-287, Asp-275, and Asp-277 are
also indicated.

Figure 4. Various energy terms (defined in the Methods
section) for the six-step proton transfer between His-79 (the
HIP state at 1.08 Å) and Cys-546 (the HID state at 1.98 Å) in
[Ni,Fe] hydrogenase. The data are from the truncated protein
and the normal (N) QM system.

Table 2. The Largest (Approximate) Contributions to the
MM Free-Energy Difference (∆AMM, kJ/mol) between the
HIP and HID States from the Surrounding Protein in
the QTCP Simulation of Truncated [Ni,Fe] Hydrogenase
with the Normal (N) QM Systema

residue
bonded
terms

van der
Waals electrostatics total

Arg-70 0 0 10 10
Ala-71 0 -1 12 11
Cys-75 -1 0 -8 -9
His-79 0 0 9 9
Asp-114 0 0 15 15
Arg-476 0 -2 -26 -28
His-481 0 -3 -8 -11
Asp-541 0 0 19 19
Cys-546 0 1 -11 -10
Gly-547 0 0 -12 -12
Mg ion 0 0 9 9
water (sum) 0 0 -11 -11

a A negative value indicates that the HIP state is favored. The
total QTCP free-energy difference for this QM system is -37 kJ/
mol.
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that the shift is caused by the extra size in the full system.
Therefore, we estimated this effect by calculating the bulk
solvation energy from the change in dipole moment (the HID
state of the isolated QM system in a vacuum has a larger
dipole than the HIP state, 19 and 15 D for NCHACGR and
16 and 14 D in NACGR, respectively), using the Onsager
formula.77 However, this effect is only ∼5 kJ/mol, and it
actually increases the shift.

Next, nine Na+ ions were added to the simulated system
to compensate for the different total charge between the
truncated and whole protein. The QTCP free energies (Table
1) show that the Na+ ions favor the HIP state, but their effect
is only marginal (∼5 kJ/mol) and cannot explain the energy
difference between the full and truncated proteins.

Finally, we studied the MM part of the free energies in
more detail. In Figure 5, the cumulative sum of ∆AMM from
each residue is plotted as a function of its closest distance
to the QM system. It can be seen that the curves from the
simulation of the full and truncated proteins differ by 3 kJ/
mol already at zero distance (i.e., for the residues that are
partly in the QM system). The curves then run roughly in
parallel, with differences of less than 6 kJ/mol up to 16.5 Å,
at which point the first missing residue in the truncated
system is found (these distances are measured from the whole
QM system, whereas the protein was truncated on the basis
of the distance from the Ni atom alone; moreover, the
surrounding protein is flexible). From there on, the difference
increases and ends up at 40 kJ/mol (note that neither ∆AMM

f QM/MM nor ∆AMM from the water molecules are included
in Figure 5).

These differences are caused by at least three effects. First,
the charges on the QM atoms differ in the two simulations,
because they are estimated from the QM ESP, on the basis
of the QM/MM structures, which are slightly different for
the full and truncated proteins (both the QM and MM
coordinates affect the QM charges, because we used wave
functions polarized by the point charges of the protein in
the charge calculations). This effect can be estimated by using

the QM charges from the truncated protein for the full-protein
QTCP calculation, and vice versa (the charges were switched
only in the FEP, not in the MD simulations). Those results
are also included in Figure 5, and it can be seen that the
charges change the free energies by 7-10 kJ/mol, most of
which arises from interactions with residues within 5 Å of
the active site. This changes the difference between the
simulations with the full and truncated protein somewhat,
but the difference for the total QTCP free energy is still -27
and -26 kJ/mol, using the full-protein or truncated-protein

Table 3. The Largest (Approximate) Contributions to the MM Free-Energy Difference (∆AMM, kJ/mol) between the HIP and
HID State from the Surrounding Protein in the QTCP Simulation of the Full or Truncated [Ni,Fe] Hydrogenase with Various
QM Systemsa

residue N N NR NACG NACGR NACGR NCHACG NCHACGR

protein full truncated full full full truncated full full

Arg-70 10 10 10 12 11 12 11 11
Ala-71 10 11 12 10 13 14 13 11
Cys-75 -10 -9 -15 4 -4 -3 QM QM
His-79 11 9 10 12 11 11 QM QM
Asp-114 16 15 19 15 18 17 16 18
Hip-115 -7 -7 -8 -7 -7 -8 -7 -7
Arg-428 -9 -9 -9 -8 -9 -9 -9 -9
Arg-476 -29 -28 -3 -27 -4 -4 -27 -4
His-481 -10 -11 -11 -12 -11 -13 -9 -10
Asp-541 20 19 23 19 22 21 19 22
Cys-543 7 5 16 5 8 7 12 12
Ala-545 8 7 6 -11 -10 -9 -10 -11
Cys-546 -9 -10 -5 QM QM QM QM QM
Gly-547 -14 -12 -12 9 4 4 6 7
Mg 8 9 10 8 8 8 7 7
water (sum) -10 -11 -20 -12 -15 -13 -12 -15

a A negative value indicates that the HIP state is energetically favored by the residue. QM indicates that the whole residue was included
in the QM system.

Figure 5. The cumulative residue components of ∆AMM for
the NCHACG QM system of [Ni,Fe] hydrogenase as a function
of the distance of the residue from the QM system. Six
different simulations are shown, three with the full protein (Full)
and three with the truncated protein (Trunc). Two used the
normal charges, whereas in two, all of the charged residues
with a distance greater than 20 Å from the QM system were
neutralized (0-ch; note that those curves are identical to the
standard-charge curve up to approximately this distance). In
the last two simulations, the charges of the QM system were
taken from the other simulation (Full trunc-ch and Trunc full-
ch).
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charges in both simulations, respectively). Thus, the differ-
ences in the QM charges cannot explain the difference
between the full and truncated protein.

The second effect is the difference in the coordinates of
the two systems, both for the QM and MM atoms (which
also indirectly affect the charges, as we saw above). This
effect explains the difference between the simulations using
the same charges, at distances up to 16.5 Å in Figure 5. It
can be seen that the effect is modest, up to 5 kJ/mol.

Consequently, the difference between the full- and truncated-
protein simulations actually comes directly from the trunca-
tion of the protein, that is, from the long-range electrostatics
of deleted residues in the truncated simulations. This is an
alarming and problematic observation for theoretical simula-
tions of proteins.

However, the effect comes almost entirely from charged
residues: From Figure 5, it can be seen that, if we neutralize
all solvent-exposed charged residues, the difference between
the full and truncated system is reduced to 6 kJ/mol (10 kJ/
mol for the total QTCP free energy). This shows that the
difference between the full and truncated protein is almost
entirely caused by charged groups at large distances from
the active site. Such effects have been much discussed. It is
know experimentally that charged solvent-exposed groups
have little influence on acid constants, redox potentials, and
ligand-binding affinities.78,79 It has also been observed in
theoretical studies of such properties that more accurate and
stable results are obtained if interactions with charged
solvent-exposed groups are ignored or scaled down with a
large effective dielectric constant.79–82 Therefore, it is likely
that this large effect of distant charged groups is an artifact.

The only remaining question is how to treat this problem
in practical simulations. Apparently, interactions with solvent-
exposed charges should be scaled down, but it remains to
be settled how these residues should be selected (e.g., if all
solvent-exposed charged residues should be neutralized or
only those outside a certain distance from the quantum
system). From Table 4, it can be seen that the free-energy
difference between the full and truncated protein calculations
varies by less than 4 kJ/mol if the distance between the QM
system and the down-scaled residues (by ε ) 80) is varied
between 0 and 20 Å. However, the absolute free-energy
difference changes drastically. Therefore, we suggest that

the only reasonable choice is to scale down all solvent-
exposed charged residues, as was done in Figure 5.

Finally, we need also to decide how strongly the charges
should be scaled down. Values between ∼20 and infinity
have been discussed.79 However, from Table 4, it is clear
that the total effect is only up to 40 kJ/mol, meaning that
the various choices differ by less than 2 kJ/mol (from 40/20
to 40/∞ kJ/mol). Therefore, we have decided to simply ignore
these interactions, to avoid introducing another, quite arbi-
trary constant. The results of such QTCP calculations are
given in the first column of Table 5 (∆AQTCP_0-ch). The
energies are 4-14 kJ/mol less negative than the QTCP
energies of the full protein with no charges removed.

Extrapolation. All QM calculations described up to now
were performed with the BP86 functional and the DZP/6-
31G* basis sets. This basis set is only medium-sized and
not fully converged. For accurate results, the QTCP free
energies should therefore be extrapolated to calculations
employing larger basis sets and perhaps also a more-accurate
DFT functional.18,19 Consequently, we have extrapolated the
QTCP results using calculations with the B3LYP functional
and the 6-311+G(2d,2p) basis set. In addition, we have
performed frequency calculations for the HID and HIP states,
optimized in a vacuum to correct the results for the zero-
point energies and the entropy and enthalpy of the QM
system(theQMsystemisfixedintheQTCPcalculations).18,19,49

The results of these calculations are collected in Table 5.
It can be seen that the results depend only slightly on the
type of the functional and the size of the basis set. The effect
of the basis set is 3-8 kJ/mol and that of the functional is
1-6 kJ/mol, both favoring the HIP state (together by 5-14
kJ/mol). On the other hand, the zero-point energy favors the
HID state by +5 kJ/mol, whereas the entropy correction is
+4 kJ/mol, thus roughly canceling the functional and basis
set dependency. If these corrections are combined with our
best QTCP estimates (∆AQTCP_0-ch), we arrive at our final
estimate that the HIP state is ∼75 kJ/mol more stable than
the HID state (with the two largest QM systems).

Comparison with Other Methods. In this section, we
will compare the QTCP results with results obtained by other
methods, both to get a deeper understanding of the energies
and to see if results of similar quality can be obtained with
cheaper methods. Let us first go back to the six-step
perturbation of the normal QM system in truncated H2ase,
which gave a QTCP free-energy difference of 39 kJ/mol in
favor of the HIP state. It can be seen from Figure 4 that the
original QM/MM energies are quite different, indicating that
the HIP state is only 9 kJ/mol more stable than the HID
state. The QM/MM curve follows rather closely the QM with
point charges (QM+ptch) curve, with a largest difference
of 5 kJ/mol. This shows that the difference in the MM
correction (EMM123 - EMM1; cf. eq 1) is less than 5 kJ/mol.

In the figure, it can also be seen that the effect of the point
charges (EQM1+ptch - EQM1) is less than 8 kJ/mol. Finally,
the effect of the polarization of the wave function by the
point charges (EQM1pol - EQM1) is 2 kJ/mol in all of the
intermediates. Interestingly, all three QM energies (EQM1,
EQM1pol, and ∆AMM f QM/MM) are close to zero, and the EQM1

energy actually indicates that the HID state is 4 kJ/mol more

Table 4. The Protein Part of the MM Free-Energy
Difference (∆AMM, kJ/mol) between the HIP and HID State
in [Ni,Fe] Hydrogenase (NCHACG QM System) As a
Function of How Far from the Active Site Solvent-Exposed
Charges Are Scaled down by an Effective Dielectric
Constant of 80a

distance full truncated difference

∞ -17.7 22.8 40.5
25 -4.2 22.9 27.1
20 12.5 19.8 7.3
15 -6.1 -1.4 4.8
10 -7.2 -3.5 3.7
5 -11.6 -8.0 3.6

a At 5 Å, all solvent-exposed charges are scaled down (the
closest one is at 9.4 Å). The results for simulations with the full
and the truncated protein are given, as well as their difference.
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stable than the HIP state in a vacuum. Thus, the stabilization
of the HIP state comes entirely from the surrounding protein
(as the ∆AMM energies show), and neither of these energies
gives any good approximation to the full QTCP free-energy
difference.

However, the QM/MM-FE results are much better. This
method uses the same MD simulations and ∆AMM values as
QTCP; the only difference between these two methods is in
the MM f QM/MM correction (∆AMM f QM/MM). In the
more-accurate QTCP approach, this term is estimated by
FEP, using ∼200 QM calculations of the same QM system,
but with different coordinates of the surrounding point
charges. In the QM/MM-FE approach, this term is ap-
proximated by a single QM calculation for the reactant and
the product (we have used the ∆EQM1pol energy, but the results
in Figure 4 show that similar results would have been
obtained also with the vacuum ∆EQM1 energy). From Figure
4, it can be seen that the EQM1pol energy is within 4 kJ/mol
of the ∆AMM f QM/MM term throughout the reaction. Therefore,
the QM/MM-FE results are very similar to the QTCP results,
as has been seen also before for three other proteins.19,43,83

Similar results are obtained in all of the other simulations,
as shown in Table 6. The ∆EQM1pol results are always close
to the vacuum values (∆EQM1; maximum deviation 4 kJ/mol).

Thus, the polarization of the QM system has a small effect
on the relative energies of the HIP and HID states.

All QM-only energies are poor approximations of the
QTCP results: The mean absolute deviation (MAD) between
∆EQM1 or ∆EQM1pol and QTCP is 26 or 25 kJ/mol, respec-
tively. This is interesting, because most theoretical groups
try to estimate reaction energies in proteins using small
models of the active site.1 In fact, ∆EQM1 does not converge
to QTCP when the system is enlarged (for the largest QM
system with 104 atoms, the difference is still ∼20 kJ/mol),
and there is no way to decide when convergence is reached.
Moreover, we have seen that this is a quite inefficient
technique, because hydrogen-bond interactions are well-
described by MM.

If the QM system is embedded in a continuum solvent
with a dielectric constant of 4 (as is done in many QM-only
studies of proteins;1 ∆EQM1+ε)4), the result is somewhat
improved (MAD ) 23 kJ/mol, or 20 kJ/mol if compared to
∆AQTCP_0ch). On the other hand, if the protein is modeled by
a seemingly more accurate point-charge model (∆EQM1+ptch),
the results get worse (MAD ) 30 kJ/mol).

Somewhat unexpectedly, including the solvation of both
the surrounding protein and solvent (by solving the
Poisson-Boltzmann equation, ∆EPBtot from eq 5), as in

Table 5. Extrapolated Results for the Relative Energy (kJ/mol) of the HID and HIP States in the full [Ni,Fe] Hydrogenase (A
Negative Sign Indicates That the HIP State Is More Stable)a

QM system ∆AQTCP_0-ch BP86/B1 BP86/B2 B3LYP/B2 ∆Acorr extrapolated

N -37.4 3.6 -0.1 -1.1 9.4 -32.7
NR -47.9 -28.7 -31.6 -33.6 -43.4
NACG -52.2 -13.2 -20.4 -25.0 -54.5
NACGR -54.0 -45.2 -50.5 -55.1 -54.5
NCHACG -71.8 -31.4 -39.4 -45.5 -76.5
NCHACGR -71.8 -62.2 -68.0 -73.5 -73.7

a The table shows vacuum QM energies of the isolated QM system (∆EQM), calculated with the BP86 and B3LYP methods, and with
either the 6-31G* or 6-311+G(2d,2p) basis sets (called B1 and B2). In addition, the zero-point energy difference between the HID and HIP
states, as well as the entropy and thermal corrections to ∆A is included, obtained from a harmonic analysis of the vibrational frequencies of
the QM system, optimized in a vacuum (∆Acorr). Only the smallest QM system (N) was used in those calculations, because for larger
systems, major rearrangements of the second-sphere ligands can be expected. Finally, we have added all corrections to the QTCP
free-energy estimate for the full protein with solvent-exposed charges neutralized (∆AQTCP_0-ch), to obtain the extrapolated results in the last
column.

Table 6. Relative QM Energies (kJ/mol) of the HIP and HID States (A Negative Energy Indicates That HIP State Is Most
Stable) in the Truncated and the Full [Ni,Fe] Hydrogenase with Different Sizes of the QM Systema

protein QM system ∆EQM1 ∆EQM1pol ∆EQM1+ptch ∆EQM1+ε)4 ∆EPBtot ∆EQM/MM ∆EQM/MM_free ∆AQM/MM-FE ∆AQTCP

truncated N 3.6 1.5 -3.8 -54.2 -68.2 -8.5 35.6 -28.4 -37.3
NR -28.7 -28.5 -3.4 -70.3 -76.4 -8.7 -14.5 -27.6 -30.6
NACG -13.2 -16.3 -17.6 -70.1 -95.4 -4.0 -58.0 -34.4 -40.5
NACG′ -18.9 -21.0 -16.9 -72.8 -59.1 -19.3 -29.9 -41.3 -43.5
NACGR -45.2 -45.7 -18.2 -85.5 -71.9 -1.8 -21.7 -38.8 -41.1
NCHACG -31.4 -35.5 -37.7 -78.2 -66.9 -21.3 -41.6 -43.5 -48.7
NCHACGR -62.2 -63.7 -34.0 -91.5 -80.4 -34.6 2.4 -43.3 -43.9

full N 2.3 2.4 -11.8 -56.5 -82.9 -18.2 -28.9 -46.0 -50.6
NR -29.9 -30.0 -12.7 -72.0 -85.1 -19.2 -23.5 -44.4 -52.2
NACG -15.5 -17.6 -22.7 -72.2 -102.4 -24.5 -18.6 -63.6 -66.0
NACGR -46.2 -46.9 -23.1 -85.1 -101.4 -25.6 -37.8 -56.7 -62.9
NCHACG -30.7 -33.1 -38.5 -78.1 -101.9 -38.9 -106.3 -71.3 -77.9
NCHACGR -63.1 -64.6 -42.3 -93.9 -105.9 -42.6 -54.4 -71.4 -81.8

both MAD 26.4 25.1 30.3 23.3 32.4 31.5 28.6 5.1 0.0

a All energy terms are defined in the Methods section (they are, from the left, the QM energy of the isolated QM system in a vacuum, the
QM system polarized by the point-charge model, the QM system with a point-charge model or dissolved in a continuum solvent with ε ) 4,
the QM + Poisson-Boltzmann solvation energy, the QM/MM energy with system 2 fixed at the starting structure or relaxed, as well as the
QM/MM-FE and QTCP free energies). The mean absolute difference (MAD) between the various energies and ∆AQTCP is given on the last
line.
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several earlier studies,5–7,9,53–55 does not improve the results;
the MAD from the QTCP results is still 32 kJ/mol. Moreover,
this method consistently favors the HIP state.

The original QM/MM results are of similar quality: They
underestimate the free-energy difference by 9-42 kJ/mol
(average 32 kJ/mol; ∆EQM/MM in Table 6). This is quite
unexpected, because QM/MM typically gives exaggerated
electrostatic interactions.83 The results were not improved
if all protein atoms within 15 Å of the QM system and all
water molecules were relaxed in the QM/MM optimization
(∆EQM/MM_free): The energies change much, but they fluctuate
more, and the results differ by -28 to +73 kJ/mol from the
QTCP free energies, with a similar MAD (29 kJ/mol). This
shows that QM/MM energies are sensitive to the conforma-
tion of the surrounding protein and solvent, and that a proper
sampling of conformations is essential in obtaining stable
and reliable energies.

Thus, the only method that gives reasonable results for
all models is QM/MM-FE: It closely parallels the QTCP
results, with a MAD of only 5 kJ/mol, although the QM/
MM-FE results are always more positive than QTCP. Thus,
we can conclude that, for H2ase, QM/MM-FE is a reasonable
approximation to QTCP that saves much computer time.

Nitrite Reductase. Copper NIR is a bacterial enzyme that
catalyzes the one-electron reduction of nitrite to gaseous
NO:65

NO2
-+ e-+ 2H+fNO+H2O (7)

It contains two copper ions, one electron-transfer blue-copper
site, and the catalytic site. In the latter, the copper ion is
bound to three His ligands and a solvent molecule. One of
the His ligands, His-100, forms a hydrogen bond to the
carboxylate group of Glu-279, and the solvent molecule
forms a hydrogen bond to the carboxylate group of Asp-98.
The status of the solvent molecule (water or OH-) is
important for the catalysis.8 Therefore, we have in a previous
article studied the protonation of this residue and the His-
100-Glu-279 pair with vacuum QM and QM/MM calcula-
tions, as well as quantum refinements of crystal structures.8

This gave detailed information about the structures of the
various protonation states, but it was not possible to obtain
reliable estimates of the relative energies of the four possible
protonation states, which we called Both (protons on Asp-
98 and Glu-279), Hyd (protons on Asp-98 and His-100), Imm
(protons on water and Glu-279), and Wat (protons on water
and His-100), cf. Figure 3. On the contrary, different
treatments of the electrostatics and solvation gave estimates
that differed by up to 93 kJ/mol.8 Thus, this is an ideal test
case for methods that aim at estimating accurate energies in
proteins.

The results of the QTCP calculations for NIR are listed
in the Table 7. Two sets of calculations were performed,
because the protonation state of the His-255 residue is not
clear. His-255 is proposed to be part of the proton conducting
chain from the active site to the solvent, and its protonation
state may vary during the catalytic cycle of NIR65,84 (cf.
Figure 3). Therefore, we run calculations with His-255
protonated either on Nε2 (Hie) or on both nitrogen atoms
(Hip). With the Hie-255 state, the calculations predict that

the Hyd state is 37, 42, and 73 kJ/mol more stable than the
Both, Wat, and Imm states, respectively. If His-255 is
protonated on both nitrogen atoms (Hip state), these numbers
change by up to 18 kJ/mol to 26, 47, and 55 kJ/mol. The
results are rather well-converged for most of the reactionss
the hysteresis is less than 10 kJ/mol for ∆AMM in all steps,
except for the Bothf Imm perturbation in the Hie-255 state
(14 kJ/mol). The hysteresis in this step could be reduced to
4 kJ/mol by using a time step of 1 fs and a cutoff of 10 Å
for the nonbonded interactions in the MD simulation (instead
of the usual values of 2 fs and 8 Å), but the actual QTCP
result remained the same within 1 kJ/mol. This hysteresis is
caused mainly by the water molecules.

The residues with the largest QTCP ∆AMM free-energy
difference contributions are shown in Table 8. In general,
the reactions involving proton transfer between Glu-279 and
His-100 (Hyd f Both and Imm f Wat) are much more
affected by the surrounding protein than the other two
reactions. This can be attributed to the fact that there are
only two charged residues within 7 Å of the water ligand,
Lys-269 and His-255. The results in Table 8 show that these
two residues give the largest contributions to all four reaction
energies. The distance from the Nε2 of His-255 to the active-
site Cu ion is only ∼3.5 Å, and it forms a hydrogen bond to
the water molecule (Wat-1055 in the Figure 3) hydrogen-

Table 7. QTCP Results for the Four Protonation States in
Nitrite Reductase (kJ/mol)a

reaction ∆AMM hysteresis ∆AMM f QM/MM ∆AQTCP

N, Hie-255
Hyd f Both 87.3 6.1 -50.3 37.0
Imm f Wat -78.8 9.9 47.3 -31.5
Hyd f Wat 2.5 3.5 39.7 42.2
Both f Imm -7.5 13.8 42.7 35.3

N, Hip-255
Hyd f Both 71.8 1.8 -45.7 26.2
Imm f Wat -64.1 9.7 58.8 -9.7
Hyd f Wat 12.5 2.8 34.2 46.8
Both f Imm 6.5 5.1 20.1 26.6

NHK, Hip-255
Hyd f Both 27.1 2.1 7.6 34.7
Imm f Wat -16.3 5.7 -2.6 -19.0
Hyd f Wat 2.6 1.7 63.2 65.8
Both f Imm -8.9 5.5 58.2 49.3

a ∆AMM and ∆AMM f QM/MM are the MM and MM f QM parts of
the QTCP free-energy difference, respectively (cf. Figure 1). The
second column gives the hysteresis in the ∆AMM term. The sum of
the ∆AMM and ∆AMM f QM/MM terms yields the final QTCP free
energy, ∆AQTCP.

Table 8. The Largest (Approximate) Contributions from
Various Residues to the MM Free-Energy Difference
(∆AMM) between the Four States in Nitrite Reductase in the
Hip-255 State (kJ/mol) and the Normal QM Systema

residue Hyd f Both Imm f Wat Hyd f Wat Both f Imm

Val-133 -6 -10 0 0
His-255 -33 26 22 29
Lys-269 68 -72 6 10
Asp-275 -9 13 0 -4
Asp-277 -13 13 0 -3
Thr-287 16 -18 0 0
Wat-1055 0 5 -7 -15

a A negative energy indicates that the product is stabilized.
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bonded to Asp-98. By electrostatics, the doubly protonated
His-255 favors states in which the moving protons are as
far as possible from His-255, that is, Both and Hyd. Lys-
269 forms an ion pair with Glu-279, the acceptor of the
proton from His-100, involved in the Hydf Both and Imm
f Wat reactions (Figure 3). As expected, Lys-262 has a
strong effect on the protonation state of Glu-279: the
deprotonated forms of Glu-279 (Hyd and Wat) are favored
by ∼70 kJ/mol over the protonated ones by this residue.

Interestingly, two neutral residues also have large contri-
butions: Val-133 and Thr-287, both favoring a protonated
His-100 (the Hyd and Wat states). For Val-133, this is caused
by the hydrogen bond from its backbone NH to the other
carboxylate oxygen atom of Glu-279. For Thr-287, the
Coulomb interaction between the CB atom and the carboxy-
late oxygen atoms of Glu is the largest factor favoring the
protonation of His-100. The negatively charged residues Asp-
275 and Asp-277 both favor a proton on Glu-279 (the Both
and Imm states).

If His-255 (protonated) and Lys-262 are included in the
QM system, the QTCP results change by 9-23 kJ/mol (cf.
Table 7). The energetic ordering of the states remains the
same as that for the smaller QM system: the Hyd state is
lowest, followed by Both (35 kJ/mol), Wat (66 kJ/mol), and
Imm (84 kJ/mol). The hysteresis with the larger QM system
is somewhat smaller than in the previous calculations, 2-6
kJ/mol.

Finally, we have also extrapolated the QTCP free energies
with the 6-311+G(2d,2p) basis set and calculated zero-point
and thermal corrections for the QM system from frequency
calculations. The results in Table 9 show that the larger basis
set changes the energies by up to 6 kJ/mol, whereas the zero-
point and thermal effects are less than 3 kJ/mol for the
relative energies. We also examined the effect of the solvent-
exposed charges by repeating the QTCP calculations with
those charges neutralized. These results are also included in
Table 9, and they show that the charges change the energy
difference by up to 20 kJ/mol. Thus, surface charges have a
pronounced effect on the energies also in NIR.

Comparison with Other Methods. Finally, we tried to
estimate the relative energies of the four protonation states
of NIR with other methods. The results in Table 10 are quite
similar to those for H2ase: The vacuum (∆EQM1) and
vacuum-polarized (∆EQM1pol) energies are poor approxima-
tions of the QTCP free energies with MADs of 28 and 36
kJ/mol, respectively (and therefore also the original Com-
Qum-X energies, which differ from ∆EQM1 by less than 5
kJ/mol8). The same applies to the continuum (∆EQM1+ε)4)
or Poisson-Boltzmann solvated energies (∆EPBtot), with
MADs of 23 and 39 kJ/mol, respectively. However, the
results for the former improve considerably if they are
compared to ∆AQTCP_0ch instead (MAD ) 12 kJ/mol). For
all except ∆EPBtot, the results are significantly better for the
larger QM system with MADs of 15-20 kJ/mol, and for
∆EQM1+ε)4, the results coincide with ∆AQTCP_0ch within 4 kJ/
mol. However, this good performance is probably mainly
coincidental, considering that the corresponding MAD for
H2ase was 19 kJ/mol and no improvement for the larger
QM systems was noticed.

On the other hand, the simple point-charge model
(∆EQM1+ptch) gives unexpectedly good results with a MAD
of only 12 kJ/mol for all 12 reactions and as low as 7 kJ/
mol for the large QM system. Thus, in contrast to H2ase, a
simple point-charge model seems to work very well for NIR.

The QM/MM energies (EQM/MM) give a MAD of 18 kJ/
mol, which is somewhat better than that for EQM/MM in H2ase
but inferior to that for the point-charge model (EQM1+ptch).
Relaxing system 2 for each of the four states (EQM/MM_free)
gives much worse results. This is because the environment
ends up in different local minima. Thus, it is clear that a
proper sampling of the surroundings is required.

As usual, the QM/MM-FE results are similar to the QTCP
ones, but the deviations are larger than for H2ase and other
systems,18,19,49,83 up to 20 kJ/mol (MAD ) 8 kJ/mol). These
larger deviations probably come from the large effect of
polarization in NIR: In fact, ∆EQM1 and ∆EQM1pol show larger
differences than we have seen for any system before, up to
45 kJ/mol, but only for the small QM system. This indicates
that the QM system is strongly polarized by Lys-269 (there
is little difference between the Hip-255 and Hie-255 calcula-
tions). In fact, ∆AMM f QM/MM lies in between ∆EQM1 and
∆EQM1pol, but QM/MM-FE based on ∆EQM1 is significantly
worse (MAD ) 14 kJ/mol), with a maximum difference of
33 kJ/mol. This shows the advantage of using ∆EQM1pol in
the QM/MM-FE approximation.

Conclusions

In this paper, we have studied two similar proton-transfer
reactions between a metal ligand and a second-sphere group

Table 9. Extrapolated Results for the Relative Energies
(kJ/mol) of the Four Protonation States in Nitrite
Reductasea

reaction ∆AQTCP_0ch

B3LYP/
B1

B3LYP/
B2 ∆Acorr extrapolated

N, Hie-255
Hyd f Both 23.7 -30.9 -34.8 -1.0 18.7
Imm f Wat -25.0 21.8 26.2 0.1 -20.6
Hyd f Wat 27.8 18.7 13.0 1.8 23.9
Both f Imm 26.0 27.7 21.6 2.7 22.6

N, Hip-255
Hyd f Both 8.0 -30.9 -34.8 -1.0 3.0
Imm f Wat -9.4 21.8 26.2 0.1 -5.0
Hyd f Wat 35.6 18.7 13.0 1.8 31.7
Both f Imm 18.9 27.7 21.6 2.7 15.5

NHK, Hip-255
Hyd f Both 15.7 5.6 7.2 -1.0 16.3
Imm f Wat -4.9 -2.6 -2.3 0.1 -4.5
Hyd f Wat 48.2 68.7 67.8 1.8 49.0
Both f Imm 33.6 62.9 62.9 2.7 33.5

a The table shows vacuum QM energies of the isolated QM
system (∆EQM), calculated with the B3LYP method and with either
the 6-31G* or 6-311+G(2d,2p) basis sets (called B1 and B2). In
addition, the zero-point energy difference between the various
states, as well as the entropy and thermal corrections to ∆A, is
included, obtained from a harmonic analysis of the vibrational
frequencies of the QM system, optimized in a vacuum (∆Acorr).
Only the smallest QM system (N) was used in those calculations,
because for larger systems, major rearrangements of the
second-sphere ligands can be expected. Finally, we have added
all corrections to the QTCP free-energy estimate for the full protein
with solvent-exposed charges neutralized (∆AQTCP_0-ch), to obtain
the extrapolated results in the last column.
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with QM/MM free-energy perturbations. Previous studies
have shown that these reactions strongly depend on the
surrounding protein and that it is very hard to obtain
converged and reliable energies for them.8,25 This is of course
a major problem in the theoretical modeling of enzyme
mechanisms, because similar second-sphere interactions are
found in most metalloenzymes and the reactivity of the metal
site strongly depends on the exact position of this proton.85–88

Therefore, it is of great interest to develop methods that can
accurately predict the position of shared protons.

Our results show that it is mandatory to model the
surrounding protein and the solvent in order to obtain reliable
results. The proton-transfer energies strongly depend on the
electrostatic interactions from the surroundings, and the effect
is very long-range. In fact, Figure 5 shows that the cumula-
tive energy does not start to converge until residues up to
10-15 Å from the active site have been included. This shows
that QM calculations on isolated models of the active site
will never give the correct results1 (for the right reason),
not even if the surroundings are modeled as a continuum
solvent with a low dielectric constant (Tables 6 and 10 show
that the MAD is 23-28 kJ/mol for ∆EQM1 and ∆EQM1+ε)4).

A point-charge model seems to give reasonable results for
NIR (Table 10), but not for H2ase. The same applies to the
original QM/MM results for H2ase, which are quite similar
to the ∆EQM1+ptch results. This shows that averaging over
many protein and solvent geometries also is important.
Poisson-Boltzmann solvation models with an effective
dielectric of ∼4 have previously been applied to many
systems with rather good results,5–7,9,53,54,56 but the results
in Tables 6 and 10 show that such a procedure works
unexpectedly poorly both for H2ase and NIRsin fact, it does
not give any significant improvement compared to the
vacuum calculations. Thus, this popular method seems to
be useless for reactions of the type studied in this paper.

The only methods that give reliable results are full QM/
MM free-energy perturbation (QTCP) and QM/MM-FE,

which both give a full detailed account of the surroundings
and sample their dynamic effects at the MM level. For H2ase,
QM/MM-FE gives similar good results to those obtained
previously for three other proteins,19,49,83 with differences
of 10 kJ/mol or less. However, for NIR, the QM/MM-FE
results are slightly worse (errors of up to 20 kJ/mol). This
problem can be attributed to an unusually strong polarization
of the QM system, which can be identified by an unusually
large difference between the ∆EQM1 and ∆EQM1pol energies,
and it can be solved by enlarging the QM system.

In conclusion, FEP is needed to obtain accurate and
reliable energies in proteins, even at a QM/MM level. An
advantage with FEP at the MM level is that it allows us to
determine approximate contributions to the free energy, both
from the various components in the MM energy function
(bonded, van der Waals, and electrostatics) and from the
various residues in the protein. The latter can be used to
identify in an unbiased way important groups in the protein,
which may be included in the QM system. Our results
indicate that, as a rule of thumb, electrostatic interactions
and hydrogen bonds are rather well-described by MM (and
therefore need not be included in the QM system), whereas
if MM atoms covalently bound to the QM system give large
energy contributions, they should be included in the QM
system.

A natural question is how accurate the QTCP results are.
We have run many calculations with variations in the QM
system, the MM system, the simulation protocol, and various
parameters. These allow us to obtain an estimate of the final
energy. First, the hysteresis in the calculation of ∆AMM gives
an estimate of the convergence of this FEP. We obtained
hystereses of up to 4 kJ/mol for H2ase and up to 14 kJ/mol
for NIR for single-step perturbations. Of course, the hyster-
esis can be reduced by dividing the reaction into more steps,
as was done for H2ase (Figure 4).

Moreover, Tables 1 and 7 show that the size of the QM
system strongly affects the results. However, if the QM

Table 10. Relative Energies (kJ/mol) of the Four Protonation States in Nitrite Reductase, Using the Normal (N) or the
Enlarged (NHK) QM Systema

state ∆EQM1 ∆EQM1pol ∆EQM1+ptch ∆EQM1+ε)4 ∆EPBtot ∆EQM/MM ∆EQM/MM_free ∆AQM/MM-FE ∆AQTCP

N, Hie-255
Hyd f Both -30.8 -54.9 39.7 -10.4 17.1 39.1 128.6 32.4 37.0
Imm f Wat 21.8 67.0 -31.4 19.0 -5.4 8.4 0.2 -11.8 -31.5
Hyd f Wat 18.5 41.4 46.6 27.9 35.8 49.4 28.9 43.9 42.2
Both f Imm 27.5 29.2 38.3 19.2 24.1 1.9 -100.0 21.7 35.3

N, Hip-255
Hyd f Both -30.8 -47.4 2.2 -10.4 -42.7 32.4 -115.4 24.5 26.2
Imm f Wat 21.8 66.9 1.8 19.0 75.9 -1.6 -7.0 2.9 -9.7
Hyd f Wat 18.5 45.6 82.0 27.9 90.0 66.2 -83.9 58.1 46.8
Both f Imm 27.5 26.0 78.0 19.2 56.9 35.3 38.5 32.5 26.6

NHK, Hip-255
Hyd f Both 5.5 5.6 44.9 19.3 -40.4 39.1 -73.9 32.6 34.7
Imm f Wat -2.5 1.4 -25.7 -7.1 -31.1 8.4 -28.0 -14.9 -19.0
Hyd f Wat 68.7 76.9 60.9 48.1 40.4 49.4 -70.0 79.5 65.8
Both f Imm 65.7 69.9 41.7 35.8 111.9 1.9 31.8 61.0 49.3
MAD 27.9 35.9 13.5 23.2 38.9 18.4 69.1 8.6 0.0

a All energy terms are defined in the Methods section (they are, from the left, the QM energy of the isolated QM system in a vacuum, the
QM system polarized by the point-charge model, the QM system with the point-charge model or dissolved in a continuum solvent with ε )
4, the QM + Poisson-Boltzmann solvation energy, the QM/MM energy with the same or different MM environments for each state, as well
as the QM/MM-FE and QTCP free energies). The mean absolute difference (MAD) between the various energies and the QTCP free energy
is given on the last line.
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system is enlarged according to our rules above, the
variations in the final free energies are 5 kJ/mol for H2ase
and up to 23 kJ/mol for NIR, that is, similar to the hysteresis.
Likewise, reasonable variations in the simulation protocol
have a similar influence on the final energies: The QM
charges affect the energies by 5 kJ/mol (Figure 5), and the
state, for which the MM system was equilibrated, affects
the energies by 8 kJ/mol.

However, the largest effect was observed for the surface
charges. Table 4 shows that distant charges may change the
energy by up to 37 kJ/mol in H2ase. For NIR, the effect is
somewhat smaller, up to 20 kJ/mol. We attribute this effect
to an incomplete solvation of these groups, in line with
previous experimental and theoretical observations and the
common use of neutralizing solvent-exposed charges.78–82

If these charges are neutralized or scaled down by an
effective dielectric constant of 40-80, the uncertainty from
surface charges is reduced to ∼5 kJ/mol, as was seen in Table
4. Thus, the inherent uncertainty of QTCP seems to be ∼10
kJ/mol, to which should be added the hysteresis of the ∆AMM

term, which in our case gives an uncertainty of the final
QTCP results of 10 kJ/mol for H2ase and 15 kJ/mol for NIR.

With this estimate, we can finally conclude that the shared
proton in H2ase certainly prefers to bind to His-79, rather
than to Cys-546 (by ∼75 kJ/mol), although the two states
are almost degenerate in vacuum calculations with our
normal QM model N (cf. Table 6). In most previous
theoretical investigations of H2ase, His-79 was not consid-
ered, because the most common QM system includes only
the first-sphere metal ligands (i.e., our N model without Glu-
25 and His-79).76,89 However, Stadler et al.90 considered all
possible protonation states of His-79 and concluded that a
complex with a deprotonated Cys-546 and His-79 singly
protonated on the Nε2 atom (i.e., with one proton less than
the states considered in this paper) reproduces experimental
EPR parameters best for the oxidized unready A state of the
protein. Siegbahn has studied even larger QM models (N +
Arg-476 and an Asp formyl group forming hydrogen bonds
with Arg-476) and considered the full reaction mechanism
for both a neutral and a positively charged His-79.71,76 He
found quite large changes in the energetics, especially for
the proton- and electron-transfer steps, with a doubly
protonated His-79 giving the best agreement with experi-
ments. However, he assumed that the proton stays on His-
79 throughout the reaction and does not present any results
for the HID state.

In our previous investigation,25 we also considered all
possible protonation states of His-79 and concluded that the
HIP and HID states are close in energy and that protonation
of the Cys-546-His-79 system is competitive compared to
the protonation of the other three Cys ligands of the catalytic
nickel ion, although the energies were sensitive to the
surroundings and to the theoretical method. In this paper,
we have developed a reliable method that may allow us to
continue this investigation of how protons are transported
to and from the active site in H2ase.

Likewise, we can conclude that the catalytic copper ion
in NIR is in the Hyd state, that is, that the proton shared by
His-100 and Glu-279 resides on His and that the proton

shared by Asp-98 and the copper-bound water resides on
Asp-98. This state is ∼16 kJ/mol more stable than the Both
state (with Glu-279 protonated), although the latter state is
31 kJ/mol more stable in a vacuum with the normal size of
the QM system (Table 10) and also more stable with several
other methods.8 However, the stability of the Hyd state is
confirmed by the absence of any Cu-to-imidazolate charge-
transfer transitions in the electronic spectra of the catalytic
copper ion.67 This conclusion is independent of the proto-
nation state of His-255 (although the exact energy estimate
will vary).

Again, this result has strong bearings on the study of the
reaction mechanism of this enzyme. Most importantly, it
shows that the copper ligand is deprotonated in the oxidized
resting state, but it also shows that Asp-98 may serve as a
reservoir and relay for the protons involved in the reaction
(cf. eq 7). All previous theoretical studies of NIR have
omitted Glu-279 and Lys-269 in the QM system,91 although
some have included Asp-98 and sometimes also His-25592

and even Ile-257.93,94 Our results show that a neutral
imidazole group is a reasonable model for His-100, but it is
likely that the negatively charged Glu-279 may tune the
properties of the copper site, partly neutralizing the charge
of the copper ion.

Finally, it seems appropriate to ask why proton-transfer
reactions of this type are so sensitive to the surrounding
protein, although the geometric difference between the two
studied states is minimal (the proton moves 0.9 Å, some
atoms in the His-79 ring move up to 0.3 Å, whereas only
the Cys-546 Sγ atom and the oxygen atom of CO move more
than 0.1 in the QM system in H2ase; for NIR, the difference
is even smallersthe proton moves by 0.5 Å, whereas only
the acceptor oxygen and Hε1 in the His-100 moves more
than 0.1 Å in the Hyd f Both transition). The answer is
clearly the large change in dipole moment during the proton
transfer: We have seen that, for H2ase, the HID state has a
2-4 D higher dipole moment, whereas in NIR, the Hyd state
has a 6 D higher dipole moment than the Both state. Thus,
it is clear that, if such large changes in the dipole moment
are encountered, the results will strongly depend on the
surroundings, and free-energy perturbation techniques com-
bined with QM/MM are needed for accurate energies.
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(37) Klamt, A.; Schüürmann, J. J. Chem. Soc., Perkin Trans. 2
1993, 5, 799–805.
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Abstract: The structures and relative stabilities of the complexes between Ca2+ and 2-sele-
nouracil, 4-selenouracil, and 2,4-diselenouracil have been investigated through the use of B3LYP/
6-311++G(3df,2p)//B3LYP/6-31+G(d,p) density functional theory (DFT) calculations. In those
systems where both types of basic centers, a carbonyl or a selenocarbonyl group, are present,
Ca2+ association with the oxygen is favored. For 2,4-diselenouracil the nitrogen atom at position
3 is the most basic site toward Ca2+ attachment followed by heteroatoms attached to positions
4 and 2. Although the enolic and selenol forms of selenouracils should not be observed in the
gas phase, the corresponding Ca2+ complexes are the most stable ones. More importantly, all
the activation barriers associated with the corresponding tautomeric processes are lower than
the entrance channel, and therefore not only these complexes should be observed but also
they should be the dominant species in the gas phase. Also, Ca2+ association has a clear catalytic
effect on these tautomerization processes, whose activation barriers decrease between 10 and
15 kcal mol-1.

Introduction
Genetic information storage, gene expression, and catalysis
are some of the important biological functions in living
systems in which nucleic acids participate.1–4 Watson and
Crick base pairing and π stacking allow the formation of
stable duplexes that are central to genetic information storage,
transcription, and replication. The replacement of the oxygen
on the nucleobases with sulfur5,6 has provided insight into
DNA duplex stability, recognition, and replication at the
atomic level.7,8 Recent studies on these sulfur modifications
have revealed enhanced base-pairing selectivity9and replica-
tion efficiency and fidelity, especially with the 2-thiothymi-
dine.10 What would be the implications if oxygen is replaced
by selenium? As selenium is in the same group, but is much
larger than oxygen, the replacement of O by Se will provide
insight into base pairing selectivity. Recently, Salon et al.11,12

have synthesized some Se derivatives of the DNA nucleo-
bases and studied their crystal structures, their thermosta-

bilities, and the impact of their incorporation into oligonu-
cleotides. In addition, specific pyrimidines in natural tRNAs
have been derivatized by incorporation of Se on the nucleo-
bases. The functionality of Se is not well understood although
it was suggested that Se might be involved in the tRNA
anticodon.13–15 In view of the increased interest in nucleobase
seleno derivatives, our attention has been directed to the
exploration of the reactivity changes caused by replacing
oxygen by selenium in small biochemical systems. In this
respect we have recently found, for instance, that the
reactivity of selenourea with respect to Ca2+ mimics that of
thiourea but presents significant dissimilarities with respect
to urea.16 The aim of this paper is to investigate the Se
derivatives of uracil, namely, 2-selenouracil (2SeU), 4-se-
lenouracil (4SeU), and 2,4-diselenouarcil (24dSeU), in order
to contribute to the understanding of its involvement in
biological compounds when interacting with Ca2+. It is well-
known that Ca2+ takes part in a wide range of biological
processes, including the regulation of muscle contraction,
transduction, glycolysis, gluconeogenesis, ion transport, and
the stabilization of interprotein complexes.17,18 This moti-
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vated a growing interest in the study of the interaction of
biochemical systems with this metal dication, both from the
experimental and the theoretical viewpoints.19–31

Computational Details

Geometries were optimized by using density functional
theory with the hybrid functional B3LYP32,33 as implemented
in the Gaussian 03 suite of programs,34 in conjunction with
the 6-31+G(d,p) basis set. Harmonic vibrational frequencies
were computed (at the same level) to classify stationary
points as local minima or transition structures (TS) and to
estimate their zero-point vibrational energy (ZPVE) correc-
tions (scaled by 0.986).35 In order to obtain more reliable
energies for the local minima, single point energies have been
evaluated by using the same functional combined with the
6-311++G(3df,2p) basis set at B3LYP/6-31+G(d,p)
geometries.

The corresponding Ca2+ binding energies, D0, were
evaluated by subtracting from the energy of the most stable
complex the energy of the neutral and that of Ca2+, after
including the corresponding ZPE corrections. The basis set
superposition error (BSSE) was not included in the calcula-
tion of D0, because as it has been previously reported that
for DFT and DFT/HF hybrid methods this error is usually
small, when the basis set expansion is sufficiently flexible.36

The bonding characteristics were analyzed by means of
the atoms in molecules (AIM) theory.37,38 For this purpose
we have located the relevant bond critical points (BCP) and
evaluated the electron density for each of them, by means
of the AIMPAC series of programs.39 With the aim of further
exploring the nature of calcium bonding in these complexes,
we turn here to the usefulness of the topological analysis of
the electron localization function (ELF), a direct measure
of the local Pauli principle. The reader is referred to several
reviews on this powerful technique of bonding analysis.40–42

As the ELF is a scalar function, the analysis of its gradient
field can be carried out in order to locate its attractors (the
local maxima) and the corresponding basins. To carry out
these calculations the TopMod suite of programs has been
used.43

Results and Discussion

Structure and Stability of Selenouracils-Ca2+ Ad-
ducts. Since selenouracils may exist in several tautomeric
forms, the first question to be addressed, in order to
rationalize their intrinsic reactivity is which tautomers are
predominant in the gas phase. Previous studies have
shown,44,45 that oxo-seleno and diseleno are the most stable
forms and that the energy barriers connecting them with other
tautomers are very high, and therefore the oxo-seleno and

diseleno forms will be the only ones present in the gas phase
under normal conditions.

As expected the heteroatoms bonded to carbons at
positions 2 and 4 are the most favorable sites for
electrophilic attack, as was previously found for uracil
and its thio-derivatives.46–51 These interactions lead to
complexes 1 and 4, as presented in Figure 1. Another
possibility is π bonding, where the metal lies perpendicular
to the plane of the molecule, as it has been found47,52,53

for the thio-analogues. However, for selenouracils all
attempts to locate a conventional π-complex failed, as they
collapsed to structure 7 where the metal interacts with
the lone pair of the nitrogen at position 3. Conversely,
structure 7 has never been observed before in uracil-M2+

complexes (where M ) Be, Mg, Ca, Cu)48,52,53 where the
topology of the electron density favors a π interaction.
This is not surprising if we consider that oxygen is much
more electronegative than selenium, so when oxygen is
replaced by selenium there is an accumulation of electron
density on the N3 lone pair. To this first effect, a second
important one is added. Selenium is much more volumi-

Scheme 1

Figure 1. Schematic representation of different tautomers of
selenouracil-Ca2+ complexes in all possible conformers.
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nous and much more polarizable than oxygen, as clearly
reflected in the ELF description of the neutral compounds
(see Figure 2). Therefore, the interaction with the metal
dication is much more favorable when the molecule
contains only seleno groups (24dSeU). In fact, in the case
of diselenouracil, complex 7 is more stable than the
complex in which the metal interacts with the heteroatom
at position 4 by approximately 2 kcal/mol (see Table 1).
The strong polarization of both Se atoms is mirrored in
the existence of BCPs between them and Ca2+ (see Figure
3). Conversely, the presence of a carbonyl group in the
molecule significantly decreases the stability of structure
7 which, for 2-selenouracil, becomes 21.7 kcal mol-1 less
stable than the complex in which Ca2+ binds the carbonyl
group.

Table 1 also shows that for 2,4-diselenouracil, complex 4
is 5.9 kcal mol-1 more stable than complex 1. A similar
behavior was reported for the protonation46 and the Cu+

association47 of uracil and 2,4-dithiouracil, reflecting the
contribution of zwitterionic resonance structures (see Scheme
1) which accumulate negative charge on the heteroatom at
position 4. It is worth noting that this resonance structure
also locates a positive charge at N1, explaining why π-type
complexes evolve to an N3 attached species (complex 7)
but never to a N1 attached structure.

This explanation in terms of the contribution of the
zwiterionic forms of Scheme 1, which may be valid for 2,4-
diselenouracil, 2,4-dithiouracil, and uracil, where the het-

eroatoms at positions 2 and 4 are identical cannot be extended
to the 2- and 4-derivatives, in which the heteroatom’s nature
at these positions differs. Indeed, as shown in Table 1 for
2SeU complex 4 is more stable (16.6 kcal mol-1) than
complex 1; but for 4SeU both complexes are nearly degener-
ate, indicating that the ability of the basic center to bind Ca2+

depends not only on its position within the ring but also on

Figure 2. Schematic representation of attractors localized in neutral 2- and 4-selenouracils and their associated Ca2+ complexes
1 and 4 at ELF ) 0.8. Yellow lobes correspond to V(C,H) or V(N,H) basins, and red lobes correspond to V(O) or V(Se) basins
associated with O or Se lone pairs. Green lobes correspond to V(C,C), V(C,O), V(C,N), and V(C,Se) basins. Blue lobes correspond
to the metal core, C(Ca).

Table 1. Relative Energies (∆E, kcal mol-1) of the
Different Stationary Points of the [Selenouracil-Ca]2+

Complexes

2-selenouracil
∆E

4-selenouracil
∆E

2,4-diselenouracil
∆E

1 31.5 25.1 33.6
2a 8.3 2.2 3.5
2b 0.0 0.0 0.8
3a 7.6 0.4 0.1
3b 3.9 0.2 0.0
4 14.9 25.7 27.7
5a 1.1 8.2 4.3
5b 3.1 12.3 6.9
6a 17.6 30.2 28.4
6b 18.6 39.2 29.2
7 36.8 25.9
TS1_4 25.7
TS1_7 36.8 36.7
TS7_4 35.3 34.0
TS7_5a 51.6
TS7_2d 50.7
TS5a-4 37.8 63.3 51.6
TS2b-1 62.4 43.8 52.8
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its nature. As a matter of fact the binding energy when Ca2+

is attached to the oxygen atom at position 4 in uracil (-104.7
kcal mol-1)54 is greater than that computed for 4SeU (-94.5
kcal mol-1), where this position is occupied by a Se atom.
In order to separate both effects we have considered it useful
to add to the set of uracil and selenouracils the subset of
noncyclic molecules which contain the same basic sites in
similar molecular environments, namely, acetamide, urea,
and their Se-containing analogues. The corresponding bind-
ing energies are plotted in Figure 4, and the calculated values
are reported in Table S3 of the Supporting Information. In
this figure, points named [Ca4,O2] and [Ca4,Se2] correspond
to complexes in which Ca2+ is attached to the heteroatom
at position 4 (O or Se), and the heteroatom at position 2 is
O or Se, respectively. Similarly, [Ca2,O4] and [Ca2,Se4]
correspond to complexes in which Ca2+ is attached to the
heteroatom at position 2 (O or Se), and the heteroatom at
position 4 is O or Se, respectively (see Scheme 2).

It is apparent that, in agreement with our previous
discussion, Ca2+ binding energies are always greater when
the metal is attached to position 4. It is also worth noting
that the binding energy to the heteroatom in position 4 (or
2) is not affected much by the nature of the heteroatom at
position 2 (or 4). It is also evident that the Ca2+ binding
energy for urea (selenourea) is larger than that of acetamide
(selonoacetamide), because the presence of two amino groups
bonded to the carbonyl (selenocarbonyl) group enhances the
resonance stabilization of the molecular dication. However,
one of the most significant findings of the plot in Figure 4 is

the preference of Ca2+ to attach to the oxygen atoms. In
fact, the Ca2+ binding energy of selenourea is estimated to
be -97.5 kcal mol-1 while that of urea is about -107.3
kcal mol-1 which shows the preference of Ca2+ for oxygen.
The same conclusion is reached when acetamide is compared
with selenoamide. In the case of 2-selenouracil and 4-sele-
nouracil, the preference of calcium to interact with the
carbonyl group is in competition with the enhanced basicity
of the heteroatom at position 4. This is evident if we analyze
the relative stability of complexes 1 and 4. Indeed, for 2SeU
both effects are in the same direction, and accordingly
complex 4 (in which Ca2+ is attached to a CdO group in
position 4) is about 16.6 kcal mol-1 more stable than
complex 1 (where Ca2+ is attached to CdSe group in
position 2). Conversely, for 4SeU both effects counterbalance
each other. Although in general oxygen attachment should
be preferred to selenium attachment, the selenocarbonyl
group exhibits an enhanced basicity because it occupies
position 4, and the result is that complexes 1 and 4 are nearly
degenerate.

Bonding and Bonding Perturbation upon Ca2+

Association. The small value of the electron density at the
BCPs of the Ca-Se, Ca-N, and Ca-O bonds (see Figure
3) as well as the fact that the energy density is positive55

indicates that the bonding in [Ca-selenouracils]2+ complexes
is essentially ionic. However, a comparison between the
values obtained for the isolated bases and the bases within
the complexes clearly shows the existence of strong polariza-

Figure 3. Molecular graphs of some selected selenouracil-Ca2+ complexes. Red dots represent bond critical points and yellow
dots ring critical points. Electron densities are in au.
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tion effects which cause a significant reorganization of the
electron density of the base. For instance, when the alkaline-
earth metal is associated directly with one of the heteroatoms
at position 2 or 4, the electron density at the CdX (X ) O,
Se) BCP decreases significantly (by about 0.02 e.au-3 when
XdSe and by about 0.07 e.au-3 when X ) O). The much
smaller effect observed for CdSe bonds clearly reflects the
larger polarizability of Se with respect to oxygen. This
different behavior of O-attached and Se-attached complexes
is also reflected in the ELF of complexes 1 and 4 (see Figure
2), which shows that, upon Ca2+ association, an expansion
of the basin associated with the basic site lone pairs takes
place when this site is a Se atom, whereas a contraction of
this basin is observed when the basic site is oxygen. Similar

polarization effects are detected when complexes 7 are
formed. In fact, the electron density at the bonds in which
N3 participates also decreases significantly (∆FC2-N3 ) 0.020
and ∆FN3-C4 ) 0.022) (see Figure 3).

The fact that electrostatic and polarization interactions are
the dominant factors in these complexes explains the
structural differences between urea-Ca2+ and selenouracil-
Ca2+ adducts. While the angle CdO-Ca in urea-Ca2+

adducts56 is 180°, the CdSe-Ca angle in selenouracil-Ca2+

adducts is about 110°. This behavior resembles that found
for the attachment of Li+ to formaldehyde and thioformal-
dehyde.57 In the former case, a linear C-O-Li arrangement
is predicted for the equilibrium conformation of the
H2CO-Li+ complex, while a bent C-S-Li conformation

Figure 4. Carbonyl-Ca2+ binding energies versus selenocarbonyl-Ca2+ ones in the different selenouracils under consideration
(r2 ) 0.968). (NH2)2C and NH2CH3C denote urea and acetamide, respectively. [Ca4,O2], [Ca4,Se2], [Ca2,O4], and [Ca2,Se4]
are defined in Scheme 2 (see also text).

Scheme 2
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is found for the equilibrium structure of the H2CS-Li+

system. A suitable explanation in terms of the differences
in the molecular electrostatic potentials associated with the
two neutral systems and polarization effects was offered by
Alcamı́ et al.58 The same arguments apply here. The primary
interaction between the neutral molecule and the dication is
electrostatic. Due to the size difference between oxygen and
selenium atoms, the distance from the nuclei to the electro-
static potential minima is not only much shorter for oxygen
than for selenium but also shorter than the typical dication-
oxygen distance in the complex. As a consequence, the
dication moves along isopotential lines connecting the two
minima associated with the oxygen lone pairs. Since the
potential is the same whatever the position of the dication
along these lines, it nests between the two lone pairs to favor
its simultaneous polarization. Conversely, when the cation
approaches a selenium atom, the Ca-Se distances are similar
to the distance between Se nuclei and the potential minima
associated with its lone pairs, and the cation is trapped in
either of these minima. This is nicely reflected in the ELF
analysis of the valence basin associated with the reactive
heteroatoms (see Figure 2). As far as the carbonyl group is
concerned the electronic population in both monosynaptic
basins associated with the oxygen lone pairs decreases.
Conversely, for the selenocarbonyl only one monosynaptic
basin of the selenium atom is actually affected (see Table
S1).

Catalytic Effects on the Tautomerization Processes. In
addition to the complexes resulting from the direct attack of
Ca2+ on selenouracil (1, 4, 7), we have also considered the
complexes that can be formed by Ca2+ attachment to the
different tautomers formed by suitable hydrogen shifts
(structures 2, 3, 5, and 6 in Figure 1). The letters a and b
have been added in order to distinguish between the various
conformers with a different orientation of the hydrogen
bonded to X or Y (see Figure 1). Their relative energies are
summarized in Table 1. Total energies and ZPE corrections

are given in Table S2 of the the Supporting Information. It
should be mentioned that in some cases 4 conformers might
be presented; in Figure 1 we have only included the two
most stable ones. The optimized geometries of the global
minima and transition states are given in the Supporting
Information.

The data in Table 1 indicate that all complexes 2, 3, and
5, in which Ca2+ interacts simultaneously with the carbonyl
(selenocarbonyl) group and the adjacent deprotonated ring
nitrogen, are among the most stable selenouracils-Ca2+

complexes. As a matter of fact all of them are more stable
than complexes 1 and 4. The enhanced stability of complexes
2, 3, and 5 arises from the fact that the alkaline-earth dication
is able to polarize simultaneously both the heteroatom at
positions 2 or 4 and the imino-type nitrogen which is very
basic. This is nicely reflected in the topology of the
corresponding electron densities. Although in complexes 2
the electron density at the X-Ca (X ) O, Se) BCP is slightly
smaller than in complexes 1 or 4, this effect is clearly
counterbalanced by the formation of a new N-Ca bond,
which in complexes 1 and 4 is not possible (see Figure 3).

In view of the high stability of tautomers 2, 3, and 5, we
investigated the possible tautomerization processes which
connect them with the adducts 1, 4, and 7. The corresponding
energy profiles are plotted in Figures 5–7. The most
significant finding is that all activation barriers lie below the
entrance channel. This means that although the direct
association of Ca2+ to selenouracils should lead exclusively
to complexes 1, 4, and 7 since the neutrals only exist in the
oxo-seleno and diseleno forms in the gas phase, the exo-
thermicity of Ca2+ association is enough to trigger the
tautomerization of the system, and, therefore, complexes 2b
should be the dominant ones for 2SeU-Ca2+ and
4SeU-Ca2+ species. For 2,4-SeU, a mixture of forms 3a
(34%), 3b (41%), and 2b (25%) should be found, because
these three forms are very close in energy. The isomerization
process connecting form 1 with forms 3a and 3b of 2,4-

Figure 5. Energy profile for the isomerization process of dSeU-Ca2+ adducts. Relative energies are in kcal mol-1.
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diselenouracil is presented in Figure S1 of the Supporting
Information, to not overload Figure 5.

Figures 6 and 7 also show that the connections between
forms 1 and 4 for 2SeU and 4SeU are essentially barrierless
processes, either through form 7 as an intermediate (in the

case of 2SeU) or directly (in the case of 4SeU, for which
form 7 does not exist). The barriers for the same intercon-
version in the case of 2,4-diselenouracil are not negligible,
but still rather small, so the 1-4 isomerization process must
be also very facile.

Figure 6. Energy profile for the isomerization process of 2SeU-Ca2+ adducts. Relative energies are in kcal mol-1.

Figure 7. Energy profile for the isomerization process of 4SeU-Ca2+ adducts. Relative energies are in kcal mol-1.
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To reach forms 2b and 5a a hydrogen shift is implicated,
but these processes are clearly catalyzed by the presence
of Ca2+. If one refers, for instance, to 2-SeU, the activation
barrier associated with the H-shift that connects forms 1
and 4 which for the isolated base is 40.9 kcal/mol,45 for
the Ca2+ complex reduces to 30.9 kcal mol-1. The same
applies to the barrier connecting forms 4 and 5. For the
Ca2+ complexes this barrier is 22.9, while for the isolated
base it rises to 37.7 kcal mol-1.45 The same applies to
4-SeU and 2,4-SeU. For 4-SeU the 1-2b and 4-5a
activation barriers change from 32.9 kcal mol-1 and 47.1
kcal mol-1 for the isolated base45 to 18.7 and 37.6 kcal
mol-1 in the corresponding Ca2+ complexes, respectively.
The corresponding values for 2,4-SeU are 32.5 and 36.6
kcal mol-1 (isolated base) vs 19.2 and 23.9 kcal mol-1

(Ca2+ complexes).

Conclusions

The substitution of oxygen by selenium in uracil leads to
significant changes in the reactivity of the system. The most
important variation is the increased electron density of the
nitrogen lone pair at position 3 and therefore its increased
basicity. While in uracil and thiouracils the association of
Cu(II)49, Cu(I),47 and proton46 takes place exclusively at
positions 2 and 4, in selenouracil-Ca2+ complexation at the
nitrogen atom at position 3 leads to an alternative local
minimum of the potential energy surface in the case of 2-SeU
and 2,4-SeU. Furthermore, this adduct is predicted to be the
most stable one in the case of 2,4-SeU, because in this
position Ca2+ is able to interact with both Se atoms which
are very polarizable.

Our results also show a clear preference of Ca2+ to be
attached to oxygen, even though the enhanced basicity of
the heteroatom at position 4 may alter this tendency, and in
4-SeU, the O-attached and the Se-attached complexes are
nearly degenerate.

Perhaps the most important conclusion of this study is that
although the enolic and selenol forms of selenouracils should
not be observed in the gas phase,44,45 the corresponding Ca2+

complexes are the most stable ones. More importantly, all
the activation barriers associated with the corresponding
tautomeric processes are lower than the entrance channel,
and therefore not only these complexes should be observed
but also they should be the dominant species in the gas phase.
Also, Ca2+ association has a clear catalytic effect on these
tautomerization processes, whose activation barriers decrease
between 10 and 15 kcal mol-1.
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Abstract: The reversibly photoactivatable green fluorescent protein analog Dronpa holds great
promise as a marker for various new cellular imaging applications. Using a replica exchange
method which combines both Hamiltonian and temperature exchanges, the ground-state
dynamics of Dronpa and two mutants with increased switching kinetics, Val157Gly and
Met159Thr, were compared. The dominant chromophore state was found to be the cis isomer
in all three proteins. The simulation data suggest that both mutations strongly increase the
chromophore flexibility and cis-trans isomerization rate. We identify three key amino acids,
Val157, Met159, and Phe173, which are able to impede the bottom hula-twist transition path,
depending on their position and rotameric state. We believe our insights will help to understand
the switching process and provide useful information for the design of new variants with improved
fluorescence properties.

Introduction

Dronpa, a monomeric mutant of a fluorescent protein from
the coral Pectiniidae Echinophyllia sp. SC22, sharing 81%
sequence identity with the fluorescent protein KikG from
the coral FaVia faVus, emits 518 nm light with a high
fluorescence quantum yield (ΦFL ) 0.85).1,2 At neutral or
basic pH, Dronpa can be photoswitched from a bright
(fluorescent) state to a dark (nonfluorescent) state by intense
488 nm light. The photoswitched dark state has a half-
lifetime of 14 h.3 Illumination with 405 nm light efficiently
switches the dark state back to the bright state. This on-off
switching process is highly reversible (>100 cycles),4

opening up a host of new applications including dynamic
optical labeling and tracking of proteins, organelles, or cells
and detection of protein interactions using high-resolution
imaging.5,6

Recently, through semirandom mutagenesis, Ando et al.
discovered two Dronpa mutants, Dronpa Met159Thr (Dronpa-
2) and Dronpa Val157Ile/Met159Ala (Dronpa-3), which

display increased photoinduced and spontaneous switching
kinetics.7 Compared to Dronpa, both mutants can be turned
off more efficiently with 488 nm light and returned more
quickly to their emissive states in the dark but have much
lower fluorescence quantum yields (ΦFL ) 0.33 and 0.28
respectively). Ensemble and single-molecule fluorescence
experiments suggested increased conformational freedom of
the chromophore in Dronpa-2 and Dronpa-3 and formation
of a dark intermediate state arising from cis-trans isomer-
ization.8 Independently, Stiel et al.3 also discovered Dronpa-
2, together with another fast-switching mutant, Dronpa
Val157Gly (rsFastLime), with a slightly decreased fluores-
cence quantum yield (ΦFL ) 0.77). Both variants were
designed by structural comparison of Dronpa with asFP595
from the sea anemone Anemonia sulcata. Like Dronpa,
asFP595 is a reversibly photoactivatable protein. With only
four differing residues, the immediate chromophore environ-
ments of asFP595 and Dronpa are very similar. Unlike the
Dronpa chromophore, which adopts a fluorescent cis con-
formation, the equilibrated asFP595 chromophore is in a
nonfluorescent trans conformation. The residues Val157 and
Ser142 in Dronpa are replaced in asFP595 at the equivalent
positions by serine and alanine, respectively. As a result,
the favorable H-bond between the cis chromophore and
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Ser142 in Dronpa is replaced by an H-bond between the trans
chromophore and Ser157 in asFP595. The spectroscopic
properties of asFP595 are also different from Dronpa. Upon
photoactivation with 540-560 nm light, the asFP595 chro-
mophore isomerizes to a cis coplanar state, which is
converted back to the nonfluorescent trans state, either
thermally or by illumination with 450 nm light.9,10 By
modeling a trans chromophore into the cis X-ray structure
of Dronpa, Stiel et al. suggested that mutations at Val157
and Met159 reduce the steric hindrance for a similar
cis-trans isomerization in Dronpa.3 Remarkably, all three
mutants, Dronpa-2, Dronpa-3, and rsFastLime, arise from
the replacement of only Val157 or Met159, or both.

X-ray diffraction of bright-state Dronpa crystals, which
were photoswitched to the dark state and subsequently flash-
frozen in liquid nitrogen to trap the chromophore in its dark
state conformation, showed that cis-to-trans isomerization
did indeed occur, accompanied by structural rearrangements
of several nearby amino acid residues.11 The transition
mechanism however remains largely speculative. Upon
photobleaching, the anionic chromophore of Dronpa is
protonated at the phenolate oxygen to the neutral state.1 The
switching process is further complicated by the existence of
several dark intermediate states and an excited-state proton
transfer reaction.4,12

To gain deeper insight in the dynamics of the electronic
ground state at the molecular level, we investigated the
cis-trans equilibrium distributions and transition paths in
solution of Dronpa, rsFastLime, and Dronpa-2 using a replica
exchange method which combines exchanges between
replicas with different Hamiltonians and temperatures (HT-
REM). Both Dronpa mutants display increased chromophore
flexibility and lower cis-trans isomerization barriers. Our
simulations point out three key residues, Val157, Met159,
and Phe173, which control the isomerization process.
Substitution of Val157 to Gly greatly increases the confor-
mational freedom of the chromophore by allowing a Phe173
shift away from the chromophore and a consequent reshuf-
fling of the Met159 rotamer population. Replacement of the
bulky Met159 with the smaller threonine elevates the steric
hindrance with the chromophore in the cis state and along
the hula-twist isomerization pathway and allows the chro-
mophore to shift toward the protein surface, which decreases
the stability of the trans state by steric hindrance with Val157.

Methods

Force Field Parameters. The chromophore force field
parameters for both the anionic and neutral forms were
modeled from quantum chemical calculations using Gaussian
03.13 The atomic charges were determined with the RED
program,14 which automates the optimization of the molec-
ular electrostatic potential and the restricted electrostatic
potential charges from HF/6-31G* calculations on 4′-
hydroxybenzylidene-2,3-dimethyl-imidazolinone (HBDI; Fig-
ure 1), compatible with the Amber force field. The dihedral
angle parameters for � and τ were fitted from B3LYP/6-
31G* calculations on HBDI at various � and τ angles. Using
the dihedral energy term Edihedral ) k�[1 + cos(n� - �0)],

we obtained force constants k� ) 3.015 kcal mol-1 and kτ

) 3.900 kcal mol-1 and kφ ) 1.185 kcal mol-1 and kτ )
5.900 kcal mol-1 for the anionic and neutral chromophores,
respectively, which leads to total energy barriers ∆U� )
24.120 kcal mol-1 and ∆Uτ ) 31.200 kcal mol-1 and ∆U�

) 9.480 kcal mol-1 and ∆Uτ ) 47.200 kcal mol-1 for the
anionic and neutral chromophores, respectively. Similar
values were obtained by Reuter et al.: k� ) 2.700 kcal mol-1

and kτ ) 3.900 kcal mol-1 and k� ) 1.400 kcal mol-1 and
kτ ) 6.840 kcal mol-1 for the anionic and neutral chro-
mophores, respectively.15 The remaining parameters were
obtained from analogues’ functional groups already present
in the Amber force field. A complete list of the chromophore
parameters and charges can be found in the Supporting
Information.

Molecular Dynamics Simulations. All molecular dynam-
ics (MD) simulations were started from the bright-state X-ray
structure of Dronpa (Protein Databank (PDB) code 2IE2),
which was mutated at the relevant positions with the Swiss-
PdbViewer.16 The Amber 2003 force field17 was used with
a modified version of the Amber 8 software.18 The smooth
particle mesh Ewald method19 was employed to accom-
modate long-range electrostatic forces. The nonbonded cutoff
for van der Waals interactions was set to 8 Å. Covalent bonds
involving hydrogen atoms were constrained using SHAKE.20

A time step of 2 fs was used. Samples were collected every
0.5 ps. The temperature was controlled using the Berendsen
weak-coupling algorithm.21 The His193 pyrrole was proto-
nated. The charged protein, with crystallographic waters
included, was neutralized with sodium ions and solvated in
a truncated octahedral TIP3P22 water box, which extended
the system with at least 8 Å at each side of the box. After
rotating the chromophore to the trans isomer and mutation
of the relevant residues, the system was minimized and
equilibrated for 2.5 ns at 300 K and 1 bar.

Hamiltonian and Temperature Replica Exchange. To
overcome the cis-trans energy barrier, normally not acces-
sible using conventional MD, a combined Hamiltonian23 and
temperature24,25 REM (HT-REM) simulation was performed.
The exchange probability Pacc between two replicas i and j
with reduced coordinates Xi and Xj, reciprocal temperatures
�i and �j, and differing potential energy functions Ui(X) and
Uj(X) is given as

Pacc(i, j))min{1, exp[�i(Ui(Xi)-Ui(Xj))- �j(Uj(Xi)-
Uj(Xj))]} (1)

Exchanges were attempted between replicas with differing
temperature and force field parameters. A total of 20 replicas
were distributed evenly over the 300-350.5 K temperature
range, while gradually lowering the � and τ force constants

Figure 1. Structure of HBDI, used as a model for the
calculation of the neutral chromophore force field parameters.
For the anionic chromophore, the phenolate form of HBDI was
used.
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to zero at 350.5 K. In the highest temperature replica, where
the � and τ dihedral terms are removed, the intrinsic potential
surface of the chromophore displays minima at � and τ
angles of approximately +90°/-90°, about 2.5 kcal mol-1

lower than the coplanar conformation. This inverted surface
enhances the sampling of the cis-trans transition state. Note
that the inverted rotational barriers are much lower than the
calculated barriers for HBDI. The time constant for temper-
ature coupling was 0.5 ps. Exchanges were attempted every
0.5 ps. Acceptance probabilities between neighboring tem-
peratures varied between 0.19 and 0.27. After each successful
exchange, all velocities were randomly reassigned from a
Maxwell-Boltzmann distribution. The HT-REM simulation
was carried out for 37.5 ns per replica, the last 12.5 ns of
which were used to calculate the reported thermodynamic
properties. For Dronpa-2, 25 ns per replica were simulated,
the last 12.5 ns of which were used. The following criteria
for H-bond interaction were taken: the distance between the
donor (D) and acceptor (A) must be smaller than 3.3 Å, and
the D-H-A angle must be larger than 120°. Standard errors
of the thermodynamic averages were calculated using the
statistical inefficiency method.26 Free energy plots were
calculated using a multistate Bennett acceptance ratio
implementation, which is suitable for the analysis of multiple
simulations conducted under arbitrary conditions.27,28

Results and Discussion

Secondary Structure. HT-REM simulations were per-
formed on Dronpa, rsFastLime, and Dronpa-2 with the
chromophore in its neutral form as well as on the anionic
form of rsFastLime. A total of 20 replicas were distributed
evenly over the 300-350.5 K temperature range, with
concomitant gradual lowering of the � and τ force constants
to zero at 350.5 K. As shown in Figure 2, in all simulations,
the �-barrel secondary structure is very similar. The average
backbone root-mean-square deviations from the Dronpa

X-ray structue are around 1.1 Å. The cleft between strands
�7 and �10, which was highlighted by Stiel et al.,3 is
preserved in all simulations and provides a dynamic water
bridge between the chromophore and the bulk solvent. This
cleft originates from a kink in strand �7 at Pro141, which
divides the strand into two parts, �7a and �7b. Interestingly,
the �7 kink also causes a disruption of the H-bonding pattern
between strands �7b and �8, from Pro141 to Thr143, close
to the chromophore phenol moiety (Figure 2). In rsFastLime,
the backbone distance between strands �7b and �8 is
significantly reduced; the average distance between the
Thr143 O and the Asn158 N reduces from 5.3 Å in Dronpa
to 4.5 Å, effectively filling up the space that arises from
Val157Gly mutation. In Dronpa-2, no such adjustment of
secondary structure was observed. Instead, the freed space
from replacing the bulky methionine by threonine is partly
filled by the chromophore, which is shifted toward the protein
surface; the distance between the chromophore phenol
oxygen and Glu140 O reduces by 0.3 Å. As a result, the
phenol ring is more exposed to the solvent (via the cleft)
and the degree of H-bonding with a nearby water molecule
is increased from 4% in Dronpa to 33% in Dronpa-2.

cis-trans Equilibria. The equilibrium distributions of the
chromophore and several rotational isomeric states of sur-
rounding residues are listed in Table 1. All HT-REM
simulations started from a sample in which the chromophore
had been equilibrated for 2.5 ns in the trans state. In Figure
3, the equilibration of the trans chromophore population over
time is shown. In neutral Dronpa-2, the trans population
rapidly decreases to zero after 6 ns. Also in anionic
rsFastLime, the trans population gradually fades away. In
contrast, a small fraction of trans remains for the neutral
forms of rsFastLime (5%) and Dronpa (2%). Irradiation with
405 nm light of thermally equilibrated rsFastLime resulted
in a 2-fold increase of fluorescence.3 Thus, there must be a
nonfluorescent state with 50% population or a less fluorescent
state with even higher population. Since a trans population
of at most 5% is found in rsFastLime, our results indicate
that trans-to-cis isomerization alone cannot explain this 2-fold
fluorescence increase. As an alternative, a neutral cis state
could be responsible for the residual dark state population
in thermal equilibrium.

The increased stability of the trans isomer in the neutral
chromophore compared to the anionic chromophore can be
explained by a favorable H-bond interaction of the phenolate
oxygen with the Ser142 hydroxy group (Figure 4). In
rsFastLime, the anionic cis chromophore is indeed more
tightly H-bonded with Ser142 than the neutral chromophore
(75% H-bond population versus 20%, respectively). In
Dronpa-2, the stability of the trans state is very low compared
to the cis state (Vide infra). The chromophore shift toward
Glu140 O (see above) causes steric hindrance with Val157
in the trans conformation. Additionally, the cis state is
stabilized by reduced steric interactions of the cis chro-
mophore with Thr159 in Dronpa-2 in comparison with
Met159 in Dronpa.

Along with cis-trans isomerization, several surrounding
residues undergo significant displacement. The Phe173 side
chain appears to play a central role. Contrary to all available

Figure 2. Ribbon diagrams of neutral Dronpa (red), rs-
FastLime (blue), and Dronpa-2 (green), with the chromophore
and respective residues in positions 157 and 159. Each
structure was generated by taking the average over 20
random snapshots. Compared to Dronpa, strand �7b is
located closer to strand �8, while the Dronpa-2 chromophore
is shifted towards the solvent.
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Dronpa X-ray structures, in all simulated proteins, the Phe173
�1 dihedral is mostly in its +60° rotameric state (Table 1),

the phenyl ring leaning toward residue 157. This difference
between the MD predicted rotamers in solution and the X-ray
data is possibly due to packing effects in the crystal structure.
Note that, in the Dronpa crystal structures, the Phe173 �2
dihedral considerably deviates from its ideal 90° angle (�2
) 19-44°). In both neutral Dronpa and rsFastLime simula-
tions, Phe173 �1 undergoes a rotamer shift from +60° in
cis to -60° in trans, due to a steric clash between the trans
chromophore and the Phe173 �1 ()+60°) rotamer (Figure
5a). In rsFastLime, Met159 �1 is correlated with Phe173 �1.
Steric hindrance with the Phe173 �1 ()+60°) state restricts
Met159 �1 in the +60° rotamer, while in the Phe173 �1
() -60°) state, Met159 �1 is about equally distributed over
+60° and -60° (Figure 5b). In Dronpa, this correlation is
not apparent. Steric interaction with the Val157 isopropyl
group in cis-Dronpa moves the Phe173 �1 () +60°) phenyl
ring away from Met159 CG, allowing Met159 �1 to occupy
both +60° and -60°.

In anionic rsFastLime, Ser142 is mainly positioned toward
the chromophore with �1 ) +60° (Table 1), in agreement
with the X-ray structure of bright-state Dronpa. In the protein
with the neutral chromophore, however, Ser142 �1 is
distributed over the three rotamers, in accordance with the
dark-state X-ray structure of Dronpa,11 which exhibits a
disordered Ser142 residue (�1 ) -164°/69°). In the �1 )
-60° rotamer, the Ser142 hydroxy group is H-bonded with
the Glu140 carbonyl oxygen, whereas in the �1 ) 180°
rotamer, a H-bond is formed with the Asn155 carbonyl

Table 1. Populations of Chromophore Isomer States and Several Surrounding Residue Rotamer States

cis

rotational isomeric state Dronpa (X-ray)a Dronpa (neutral) Dronpa-2 (neutral) rsFastLime (neutral) rsFastLime (anionic)

chromophore τ 0° 1 0.98 ( 0.01 1 0.95 ( 0.02 1
Phe173 �1 180° 0 0.007 ( 0.004 0.10 ( 0.02 0.02 ( 0.01 0

+60° 0 0.72 ( 0.03 0.84 ( 0.03 0.94 ( 0.02 0.83 ( 0.03
-60° 1 0.28 ( 0.03 0.05 ( 0.03 0.04 ( 0.01 0.17 ( 0.03

Met159/Thr159 �1 180° 0.0 0 0.45 ( 0.04 0 0.01 ( 0.01
+60° 0 0.55 ( 0.04 0.51 ( 0.04 0.86 ( 0.04 0.53 ( 0.05
-60° 1 0.45 ( 0.04 0.03 ( 0.01 0.14 ( 0.04 0.47 ( 0.04

Val157 �1 180° 0.2 0.28 ( 0.05 0.37 ( 0.03
+60° 0.8 0.72 ( 0.05 0.62 ( 0.03
-60° 0 0 0

Ser142 �1 180° 0 0.64 ( 0.03 0.42 ( 0.04 0.22 ( 0.06 0.16 ( 0.05
+60° 1 0.02 ( 0.01 0.12 ( 0.02 0.36 ( 0.10 0.69 ( 0.07
-60° 0 0.34 ( 0.03 0.46 ( 0.04 0.41 ( 0.07 0.16 ( 0.05

trans

rotational isomeric state Dronpa (X-ray)b Dronpa (neutral) Dronpa-2 (neutral) rsFastLime (neutral) rsFastLime (anionic)

chromophore τ 180° 1 0.02 ( 0.01 0 0.05 ( 0.02 0
Phe173 �1 180° 0 0 0

+60° 0 0 0
-60° 1 1 1

Met159/Thr159 �1 180° 0 0 0.06 ( 0.03
+60° 0 0.69 ( 0.17 0.53 ( 0.09
-60° 1 0.31 ( 0.17 0.42 ( 0.09

Val157 �1 180° 0 0
+60° 1 1
-60° 0 0

Ser142 �1 180° 0.5 0.41 ( 0.12 0.4 ( 0.2
+60° 0.5 0.59 ( 0.12 0.5 ( 0.2
-60° 0 0 0.06 ( 0.03

a Average values taken from all chains of PDB X-ray structures 2IE2, 2IOV, and 2GX0. b Average values taken from all chains of PDB
X-ray structure 2POX.

Figure 3. Evolution of the trans chromophore population at
300 K as a function of simulation time.

Figure 4. X-ray structure of the anionic Dronpa chromophore,
H-bonded with Ser142, and surrounding residues.
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oxygen. This result also supports the hypothesis that the trans
and cis chromophore states are neutral and anionic, respec-
tively. Like in the dark-state X-ray structure, Val157 changes
its position toward the solvent to accommodate the new
conformation of the chromophore phenol ring.11 However,
the structural rearrangements of His193 and Arg66 in the
dark-state X-ray structure were not observed in any of our
simulations at 300 K. Note that the trans X-ray structure does
not represent a fully relaxed conformation, since it was
formed upon irradiation of the Dronpa molecules within the
solid crystal, which strongly limits the dynamics of the
protein. In contrast, the simulations that we performed
allowed for full relaxation of the trans form in solution at
300 K. Specifically in the highest-temperature simulations,
both His193 and Arg66 side groups undergo frequent rotamer
transitions, suggesting that the absence of His193 and Arg66
rotamers at 300 K is not due to insufficient sampling.

In our simulations, we have only considered the anionic
and neutral chromophore. The 390 and 503 nm absorption
maxima of Dronpa, which correspond respectively to the
neutral and anionic states of the phenolic hydroxyl of the
chromophore,1 are similar to those of other green fluorescent
protein mutants. Hybrid quantum-classical calculations of the
equilibria between the different protonation states of the
solvated chromophore (cation, neutral, zwitterion, and anion)
indicated that, at neutral pH, only the neutral and anionic
states are populated in the ground state.29 This suggests that
a zwitterionic or cationic state can only exist if the protonated

imidazolinone ring is sufficiently stabilized by the surround-
ing protein matrix. In the X-ray structure of asFP595, where
a zwitterionic chromophore state has been proposed,30

protonation of the imidazolinone nitrogen is stabilized by a
H-bond with the nearby Glu215. In both cis and trans X-ray
structures of Dronpa, no such stabilizing H-bond can be
formed. These data suggest that the neutral and anionic
chromophores are the most important ground states in
Dronpa, although the existence of a zwitterionic or cationic
intermediate state cannot be excluded.

Chromophore Flexibility. In both cis and trans isomers
of the free chromophore in the ground state, the phenol and
imidazolidone rings adopt a coplanar conformation.31 The
angle θ between the planes of the two rings is determined
by � and τ. At 300 K, θ mostly correlates with rotation about
�. Table 2 lists the average τ, �, and θ values and standard
deviations for the simulated proteins. For both rsFastLime
and Dronpa, the average θ value in trans is much higher
than in cis, in agreement with the X-ray structures of cis
and trans Dronpa. In rsFastLime, the deviation from planarity
and flexibility are much higher for the neutral than for
the anionic protein, due to the higher � force constant k�

for anionic rsFastLime.

Compared to Dronpa and Dronpa-2, the average value and
standard deviation of θ in rsFastLime are twice as high. In
rsFastLime, the Thr59 methyl group collides with the
chromophore phenol from below at one side, causing rotation

Figure 5. Free energy as a function of (a) τ and Phe173 �1 and (b) Phe173 �1 and Met159 �1, from rsFastLime (neutral
chromophore) samples at 300 K in kcal mol-1. Values of τ equal to 0° and 180° correspond to the cis and trans isomers
respectively.

Table 2. Chromophore Deviation From Planaritya

cis trans

τ (deg) � (deg) θ (deg) τ (deg) � (deg) θ (deg)

Dronpa (X-ray) 1.5b/12.5c/1.1d -6.9b/-17.4c/-0.3d 7.6b/13.4c/2.1d 160.5e 36.3e 26.7e

Dronpa (neutral) 0.3(6.1) -7.1(5.9) 10.0(5.5) 181.1(6.8) -10.0(7.4) 17.9(8.7)
Dronpa-2 (neutral) 2.1(6.0) -3.3(10.5) 10.4(5.9)
rsFastLime (neutral) 0.4(6.6) -16.2(13.0) 19.8(10.5) 171.7(6.8) -25.8(11.1) 35.8(8.5)
rsFastLime (anion) 3.0(7.0) -4.6(9.2) 11.6(6.2)
Chromo (neutral)f -0.07(7.0) -0.5(17.0) 16.2(9.3)

a Average values of θ were calculated as the angle (in degrees) between the planes formed by the atoms C9, C10, and N1 and C11, C14,
and C15. Standard deviations are given between parentheses. b PDB X-ray data are average angles over all chains taken from 2IE2. c PDB
X-ray data are average angles over all chains taken from 2IOV. d PDB X-ray data are average angles over all chains taken from 2GX0.
e PDB X-ray data are average angles over all chains taken from 2POX. f Data extracted from a 6 ns HT-REM simulation of the neutral
chromophore in water under identical conditions as the proteins (not shown).
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of the � dihedral (Figure 6b). van der Waals interactions
with Val157 in Dronpa cause the Phe173 phenyl ring to shift
considerably toward the chromophore. As a result, the
Phe173 phenyl ring is also positioned below the chromophore
phenol ring, preventing large � deviations (Figure 6a).

The cis-trans Transition Pathway. To investigate the
isomerization pathways of the electronic ground state, we
calculated the unbiased free energy as a function of τ and
�, on the basis of all replicas (Figure 7). For all simulated
proteins, the cis-to-trans transition starts by concerted rotation
of both � and τ, the bridging methine group rotating up
toward His193 and the phenol group pointing down. This
so-called bottom hula-twist pathway minimizes the motion
of the chromophore phenol ring and its surroundings.
However, once the transition state (τ ∼ 90°) is crossed, the
pathway becomes less defined. In addition to continuing the
hula-twist path, the � dihedral may also rotate back to its
starting angle. This alternative pathway is possible thanks
to the increased rotational freedom of the phenol ring around
� in the trans state. Simulations by Andresen et al.10 on
asFP595 suggested that the chromophore undergoes a
trans-cis isomerization through a similar bottom hula-twist
mechanism. Using force probe MD, the nonequilibrium
photoisomerization process was simulated by shifting the �
and τ dihedral potentials over a short time scale. The HT-
REM scheme used in this work, however, does not force
the chromophore in any direction. Instead, in the highest
temperature replica, the � and τ potentials are completely
removed, and the cis-trans transition path is determined
solely by the surrounding protein matrix.

Despite limited sampling of the transition state, barriers
of isomerization for both rsFastLime (neutral and anonic)
and Dronpa-2 appear lower compared to Dronpa (Figure 7).
For rsFastLime (neutral and anionic), cis-trans isomerization
is hindered when Phe173 or Met159 or both are in the -60°
�1 rotameric state (Figure 8). Before trans-to-cis transition
takes place, Phe173 �1 and Met159 �1 undergo a -60° to
+60° rotamer shift. In Dronpa, sampling of the transition
region is very low; isomerization is hindered by both Phe173
�1 conformations -60° and +60°. Thus, we conclude that
Val157 affects the transition barrier indirectly through both
Phe173 and Met159.

In Dronpa-2, trans conformations are infrequently sampled
and only in the highest temperature replicas (Figure 7c). As

a result of the increased free energy of the trans state, the
trans-to-cis barrier is drastically lowered, which correlates
well with the strongly increased thermal recovery rate of the
Dronpa-2 bright state compared to Dronpa.3,7 Full rotation
to the trans isomer is prevented by steric interaction of the
phenol oxygen with the Val157 side chain. Since τ remains
below 160°, Phe173 �1 stays mainly in its +60° rotameric
state, favorable for cis-trans isomerization. Also, no change
in the Thr159 �1 rotamer distribution was observed in the
transition region.

Remarkably, the anionic chromophore of rsFastLime
remains H-bonded to Ser142 from the cis state to well past
the transition state region (τ ∼ -30° to +120°). Considering
the increased stability of the H-bonded chromophore, this
suggests that the neutral trans chromophore deprotonates
before returning to the cis state. Indeed, Fron et al.12

compared the transient absorption properties of deuterated
and nondeuterated Dronpa samples and found that exited-
state proton transfer is involved in the first step of the off-
to-on photoconversion, which takes place within a 4 ps time
frame.

Comparing the calculated free energy barriers of Dronpa
and Dronpa-2 with those obtained from fluorescence experi-
ments (26.0 kcal mol-1 and 7.2 kcal mol-1, respectively8,32),
we find that the calculated barriers are much higher. Possible
explanations for this difference are (i) overestimated dihedral
force field parameters for � and τ, (ii) neglect of polarization
effects of the surrounding residues on the chromophore,33

(iii) insufficient sampling of the transition state region, or
(iv) involvement of a photoswitching process which does
not depend on cis-trans isomerization.

Fluorescence Quantum Yield. Several sources of fluo-
rescence quantum yield loss in fluorescent proteins have been
suggested in the literature, most notably excited-state rotation
about τ (twisting) with subsequent fast internal conversion,
which is accelerated by increased chromophore flexibility
or noncoplanarity.34–37 Excited state quenching with molec-
ular oxygen38 or with water molecules through H-bonding39

has also been proposed.

When Dronpa and its mutants are compared, the fluores-
cence quantum yield and switching rates appear highly
correlated. As shown in Figure 7, the free energy basin of
the cis state of rsFastLime and Dronpa-2 is considerably
broadened toward the hula-twist transition state in compari-
son with Dronpa. This increased conformational freedom of
τ might at least partially explain the reduced fluorescence
quantum yield of rsFastLime and Dronpa-2. In rsFastLime,
the high average value and standard deviation of θ in the
cis state (Table 2) could also accelerate internal conversion.
In Dronpa-2, the chromophore shift toward the protein
surface causes increased solvent accessibility and H-bonding
with nearby water molecules, which may well account for
the additional reduction of the fluorescence quantum yield
in Dronpa-2. Assuming that the photoswitched off state is
trans, the high nonplanarity of the trans state of Dronpa and

Figure 6. van der Waals representation of the chromophore
in interaction with residues Thr59 and Phe173. (a) In Dronpa,
� rotation is largely offset by steric effects with Phe173, which
is pushed toward the chromophore by Val157. (b) In
rsFastLime, collision with Thr59 on the side of the chro-
mophore phenol causes a disruption of coplanarity by �
rotation.
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rsFastLime (Table 2) could be responsible for the very weak
fluorescence of the photoswitched off state.

Conclusion

Canonical HT-REM simulations on the native state show
that three residues, Val157, Met159, and Phe173, play a key

role in the cis-trans equilibrium and bottom hula-twist
transition path of Dronpa and mutants. In rsFastLime,
cis-trans transition is most favorable when Phe173 and
Met159 �1 are in the +60° rotameric states. Compared to
rsFastLime, the increased isomerization free energy barrier
in Dronpa is attributed to steric interactions of the chro-
mophore with the Phe173 �1 () +60°) rotamer in the
transition state, due in turn to steric interactions of Phe173
with Val157, which cause a displacement of the Phe173
phenyl ring toward the chromophore. In comparison with
Dronpa, the Dronpa-2 isomerization free energy barrier is
lowered by replacement of the bulky Met159 by Thr159.
The cis chromophore isomer predominated in all simulated
proteins. The Dronpa-2 trans state is strongly destabilized
by steric interaction of the chromophore with Val157, causing
a drastic reduction of the trans-to-cis barrier. While so far
mutagenic studies have only pointed to the relevance of
Val157 and Met159, the present study draws attention to
Phe173 as a third residue, which may strongly influence
photoswitching. Subsequent study will be focused on further

Figure 7. Unbiased free energy as a function of τ and � in kcal mol-1. (a) Dronpa with neutral chromophore (cis-to-trans free
energy barrier ∆G‡ ) 50 kcal mol-1). (b) rsFastLime with neutral chromophore (∆G‡ ) 45 kcal mol-1). (c) Dronpa-2 with neutral
chromophore (∆G‡ ) 46 kcal mol-1). (d) rsFastLime with anionic chromophore (∆G‡ ) 45 kcal mol-1).

Figure 8. Unbiased free energy as a function of (a) τ and Phe173 �1 and (b) τ and Met159 �1, from rsFastLime (neutral
chromophore) in kcal mol-1.

Figure 9. Unbiased free energy as a function of τ and the
H-bond distance between the chromophore phenolate oxygen
and Ser142 carbonyl oxygen from rsFastLime (anionic chro-
mophore) in kcal mol-1.

1018 J. Chem. Theory Comput., Vol. 4, No. 6, 2008 Moors et al.



increasing the photoinduced and spontaneous switching
kinetics of Dronpa and variants.
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Abstract: Homology models of cytochrome P450 26A1 and cytochrome P450 26B1 were
constructed using the crystal structures of human, CYP2C8, CYP2C9, and CYP3A4 as templates
for the model building. The homology models generated were investigated for their docking
capacities against the natural substrate all-trans-retinoic acid (atRA), five different tetralone-
derived retinoic acid metabolizing blocking agents (RAMBAs), and R115866. Interaction energies
(IE) and linear interaction energies (LIE) were calculated for all inhibitors in both homology models
after molecular dynamics (MD) simulation of the enzyme-ligand complexes. The results revealed
that the homologues had the capacity to distinguish between strong and weak inhibitors.
Important residues in the active site were identified from the CYP26A1/B1-atRA complexes.
Residues involved in hydrophobic interactions with atRA were Pro113, Phe222, Phe299, Val370,
Pro371, and Phe374 in CYP26A1 and Leu88, Pro118, Phe222, Phe295, Ile368, and Tyr272 in
CYP26B1. Hydrogen bonding interactions were observed between the atRA carboxylate group
and Arg 90 in CYP26A1 and with Arg76, Arg95, and Ser369 in CYP26B1.

1. Introduction

Retinoic acid (RA) is the most active metabolite of vitamin
A and is present in a multitude of human tissues.1 It plays
a crucial role in growth and differentiation during embryo-
genesis and organogenesis but also in regulation of gene
expression, cellular differentiation and proliferation of epi-
thelial cells. The all-trans-retinoic acid isomer (atRA) has
been studied in a number of clinical situations, especially in
oncology against promyelocytic leukemia2 and in dermatol-
ogy against cystic acne and photodamaged skin.3 However,
because there are common mechanisms underlying cancer
and cardiovascular diseases, the use of retinoids may also
show therapeutic value in some cardiovascular diseases.

Restenosis and arteriosclerosis are initiated by endothelial
injury in the vessel. During injury, the regulation of vascular
homeostasis is disturbed leading to induction of smooth
muscle cell (SMC) dedifferentiation, growth and migration.4,5

The processes in a vessel following balloon angioplasty have
been studied in animal models.4 These studies show that
atRA has the ability to reduce neointimal growth and increase
the luminal area. The fact that retinoids are involved in the
regulation of a variety of cellular processes suggests that they
have potential abilities as therapeutic agent against vascular
disorders.6

A rapid decrease in plasma levels of atRA has been
observed in acute promyelocytic leukemia patients, which
indicates an autoregulatory mechanism and the ability of
atRA to induce its own catabolism.7 This main pathway of
atRA metabolism starts with hydoxylation at the C-4 position
of the cyclohexenyl ring.8 Although many microsomal
cytochrome P450 enzymes are capable to initiate atRA
metabolism through 4-hydroxylation, their specificity is
generally low.9 CYP26, a new family of cytochrome P450
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enzymes, consists of three members, CYP26 A1, B1, and
C1, that metabolize atRA mainly into 4-OH-RA but also to
5,6-epoxy-RA and 18-OH-RA. CYP26A1 and B1 have high
specificity for atRA, whereas CYP26C1 efficiently metabo-
lizes both atRA and 9-cis-RA.10,11 CYP26B1 seems to be
upregulated by lower concentrations of atRA than CYP26A1
in intimal SMCs which suggests that CYP26B1 is the
dominating isoform in this celltype.12 The discovery of
retinoic acid response elements on the CYP26 promoter by
Loudig et al. revealed the mechanism by which atRA induces
the mRNA expressions of CYP26s.13

Fast metabolism and CYP26-mediated resistance are the
main causes behind the search for inhibitors against CYP-
mediated metabolism of atRA. The antimycotic substance
ketoconazole was the first compound evaluated as a potential
inhibitor against atRA metabolizing enzymes. Van Wauwe
et al. demonstrated in their studies that ketoconazole
prolonged the half-life of exogenously administrated atRA
to animals.14 Unfortunately, adverse side effects were
observed for ketoconazole. Extensive structure-activity
relationship studies on imidazole derivatives resulted in the
discovery of liarozole, which is the most studied retinoic
acid metabolism blocking agent (RAMBA) so far. The
antitumoral effects of liarozol shown in animal studies
correlate with an increase in tumor differentiation, following
accumulation of atRA.15 Liarozole has been a lead compound
in the search for other RAMBAs. New inhibitors with high
potency and specificity for atRA-cytochrome P450 hydroxy-
lase based on liarzole as standard have been designed and
evaluated.16 Triazole derivatives R115866 and R116010 are
highly potent (100-fold more potent than liarozole itself) and
selective second-generation inhibitors of CYP26-induced
atRA metabolism. R116010 was demonstrated to inhibit RA-
metabolism, subsequently leading to inhibition of tumor
growth at lower concentrations than atRA.17 Stoppie et al.
demonstrated the inhibitory effects of R115866 on atRA
metabolism in rodents, which resulted in increased endog-
enous atRA and retinoidal effects including inhibition of
vaginal hyperkeratinization.18 Besides of R115866 and
R116010, a large number of new RAMBAs have been

reported with prominent inhibitory ability against CYP26.
Recent studies of azolyl retenoids,19 benzenacetic acid
derivates20 and 2,6-distributed naphtalenes21 have resulted
in new candidates for therapeutic use.

Lack of crystal structures of CYP26A1 and CYP26B1
makes virtual screening in the search for new and improved
inhibitors difficult. In this study, bioinformatics and molec-
ular mechanics tools necessary to generate new homologies
of CYP26A1 and B1 have been utilized. The architectures
of the active site of the homology models have been
investigated and evaluated by their docking capabilities
against known CYP26A1 inhibitors recently reported in the
literature,22 Figure 1. The homology model of CYP26A1 is
also compared with the only previous homology model of
CYP26A1 available, reported by Gomaa et al.23 For
CYP26B1, the current study represents the first model of
that enzyme.

2. Materials and Methods

Computational Approaches. All molecular modeling was
performed using the Molecular Operating Environment
(MOE) 2005.06 and 2006.08 programs.24,25 All structures
of ligands,CYP26A1andCYP26B1models,andwater-ligand
and enzyme-ligand complexes were geometry minimized
using the AMBER99 molecular mechanics force field26 to
within an rms gradient of 0.5 kcal mol-1 Å-1. All
water-ligand complexes were formed by adding a sphere
of water molecules containing a layer width of 10 Å.
Throughout, all systems were also surrounded by a distance
dependent dielectric model.27

To obtain relaxed geometries, short molecular dynamics
(MD) simulations were performed, followed by a final energy
minimization step. The MD simulations on the CYP26A1
and CYP26B1 models, water-ligand, and enzyme-ligand
complexes were performed using a canonical ensemble,
NVT, with initial temperature 150 °K; heating for 50 ps;
simulation temperature 300 °K; duration 500 ps; time step
1 fs (2 fs for water-ligand-complexes); temperature response
1 ps; pressure response 0.5 ps and constraint tolerance 1 ×
10-9 ps. The haem group and the Fe-N or Fe-O distances
to inhibitors with triazole or alcohol groups were held fixed
during the simulations.

Model Building. The protein sequences of human
CYP26A1 and CYP26B1 were obtained from the NCBI
server (no. 2688846 and no. 9845285). Homology models
of CYP26A1 and CYP26B1 were built using crystal struc-
tures of human CYP2C8 (PDB no. 1PQ2), CYP2C9 (PDB
no. 1OG2) and CYP3A4 (PDB no. 1TQN) as templates.23

Sequence similarity between CYP26A1 and B1, and the three
template structures, was between 22 and 24% for all systems.
Sequence alignment was performed in the MOE-align panel
using default settings with alignment constraints on the haem
cysteine residue, the query sequence, and the corresponding
templates. CYP3A4 was used as primary template (Figure
2) and the homology models were built taking the best of
ten intermediate models minimized to within a rms gradient
of 0.1. The haem group was inserted and positioned with
the same coordinates as the primary template, and protonation
state of titratable groups at pH 7.4 were calculated.

Figure 1. Ligands used for evaluation of docking capabilities
in the CYP26A1 and CYP26B1 homology models. 1-5:
tetralone-derived RAMBAs reported by Yee et al.22
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Docking. Possible active sites in the receptor homology
models were identified by using Alpha Site Finder.28 Once
defined, ligands were docked into the enzyme with a retain
of 500 poses using the alpha triangle placement methodology
with affinity ∆G as scoring function.25 In the docking studies,
flexible ligand structures were generated suing a Monte Carlo
algorithm, whereas the receptors were held fixed according
to the minimized geometries.

Energy Calculations of the Enzyme-Ligand Complex.
The potential energies of the whole system after MD-simulation
and minimization for the enzyme-ligand-complex (EL) as well
as for the unbound ligand and enzyme (E+L) were calculated.

The interaction energy (IE) was obtained by taking the energy
difference between the two systems.

IE )ETOT(EL)-ETOT(E+L) (kcal/mol) (1)

The binding free energies of the ligands were calculated
through the linear interaction energy (LIE). LIE basically
depicts the ligand as being solvated in two different media:
water and the macromolecule.29

∆G)R∆(Ue-w
vdw )+ �∆(Ue-w

el ) (kcal/mol) (2)

In eq 2, the ensemble averages of the interaction energies,
∆(Ue-w

vdw) and ∆(Ue-w
el ) were obtained by calculating the van

Figure 2. Sequence alignment of CYP26A1, CYP26B1, and CYP3A4 with ClustalW (1.81). “*”, identical residues; “:”, conserved
constitution; and “.”, semiconserved.
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der Waals and electrostatic interaction energies from ten MD
trajectories for ligands free in water (w) and ligand bound
to the enzyme (e). R was set to 0.9 for all compounds and
� was set to 0.37 for alcohols and 0.43 for all other
compounds.

3. Results and Discussion

The homology models of CYP26A1 and B1 superpose well
with each other and with the major template CYP3A4, Figure
2 and 3. From the RAMPAGE server,30 the percentage of
conformations in favored regions obtained from Ramachan-
dran plots of the superposed structures in Figure 3 was
calculated to 82.9%. The active sites however display some
interesting differences in architecture between the created
homologes. In the CYP26 models, atRA was docked into
active site orientated for oxidation with the C4 atom
positioned 4.71 Å from the haem iron in CYP26A1 and 5.08
Å in CYP26B1, Figure 4. AtRA formed multiple hydropho-
bic interactions with the amino acid residues Pro113, Phe222,
Phe299, Val370, Pro371, and Phe374 in CYP26A1 and with
Leu88, Pro118, Phe222, Phe295, Ile368, and Tyr272 in
CYP26B1.

Of these, equivalent residues located in the active site
between the A1-B1 models were Pro113-Pro118, Phe222-
Phe222, and Phe299-Phe295. Even if there are similarities,
the architecture between these two homology models has
sufficient differences in their active sites to render possibili-
ties to create a selective inhibitor for each of them. In
particular, the significantly large number of hydrogen bond-
ing groups in the active site of B1 could serve as an important
discriminatory factor.

Evaluation of the homology models of CYP26A1 and B1
was performed by docking known inhibitors reported in
literature and calculating the properties, Figure 1. All
experimental data was obtained from a MCF-7 (CYP26A1)
assay for metabolic inhibition of atRA reported by Yee et
al.22. No experimental data for inhibition of atRA metabolism
in CYP26B1 is available for the inhibitors studied in this
paper. The results from the CYP26B1 calculations are thus
comparable only to experimental and theoretical data from
CYP26A1. It should be emphasized that, as atRA is a
charged acid, whereas the now studied inhibitors are not,
comparison of interaction energies between inhibitors and
atRA become less valid.

The theoretically calculated values for the tetralone-derived
RAMBAs and R115866 in CYP26A1 agree well with the
trends seen in the experimental IC50 data reported by Yee et
al.; Table 1. Tetralone 5 was the only inhibitor that stabilized
the complex (-43.44 kcal/mol) more than it should according
to the experimental findings. Interestingly, tetralone 5 also
represented a slightly lower free energy value (-2.63 kcal/
mol) from the LIE calculation compared to the other
tetralones, Table 1. One possible explanation for this behavior
could be that tetralone 5 has two hydroxyl-groups in its
structure, which results in increased interaction between the
ligand and the enzyme when comparing with the free ligand,
whereas in the LIE calculations, the “free ligand” is
surrounded by hydrogen bonding water molecules. This gives
an enhanced IE in the enzyme-ligand complex, but a
reduced binding free energy (∆G ) from the LIE analysis.

As seen from the computed data in Tables 1 and 2, the
homology models developed in this work were capable of

Figure 3. Superposed backbones of homologes; CYP26A1 in red, CYP26B1 in green, and CYP3A4 (1TQN-A) in blue.
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differentiating between “weak inhibitors” and the potent
inhibitor R115866 in both CYP26A1 and CYP26B1. How-
ever, the theoretically calculated values differ between the

homology models of CYP26A1 and CYP26B1. The interac-
tion energies for the tetralones in CYP26B1, Table 2, are
generally lower compared to CYP26A1, Table 1. The
calculated values for the tetralones containing hydroxy-
groups (tetralones 3, 4, and 5) in the CYP26B1 model
differed most compared to the experimental and calculated
data for CYP26A1. In Figure 5 we display the calculated
interaction energies vs IC50 values (5a), and the calculated
free energy of interaction based on LIE analysis (5b),
respectively. The different LIE data for tetralone 3-5
indicate the possibility to find a selective inhibitor specific
toward either A1 or B1.

Further, the tetralones in the active site seems to reach
inhibitory effects in different ways. Tetralones 1 and 2 could
not form any explicit interactions with the haem iron because
of the lack of hydroxyl groups in their structures. Instead,
they obtained their inhibitory effect mainly through hydro-
phobic interactions by acting in an atRA mimetic way.
Tetralones 3 - 5 binds to the haem iron through their
4-hydroxyphenyl substituent, resulting in additional inhibitory
activity in most cases. Tetralone 5, with an additional
hydroxyl substituent, manages to obtain hydrogen bonding
with Arg 90 in the CYP26A1 model and with Arg 95 in the
CYP26B1 model. One essential residue for hydrophobic
interactions between the tetralones and the active sites in
both models is Phe222.

Comparing the CYP26A1 homologue reported by Gomaa
et al. with the CYP26A1 homology model created in this
study displays some differences in the active site architecture
and position of atRA. In this study, the distance between
the C4 atom on the cyclohexyl ring in atRA and the haem
iron was 4.71Å, which is closer than the distance reported
by Gomaa et al. (5.3Å). The residues in the active site
involved in hydrophobic interaction are almost identical.
Residues Phe222, Phe299, Pro371, and Phe374 are synony-
mous in both studies while Pro113 and Val370 in the current
model replaced Trp112 and Phe84. The biggest difference

Figure 4. Active site after MD simulation of (a) CYP26A1
and (b) CYP26B1 with atRA bound. Key amino acids in stick-
drawing, atRA, and haem group in ball-and-stick. Hydrogen
bonds displayed as pink lines.

Table 1. Interaction Energy (eq 1) and Linear Interaction Energy (eq 2) Calculations from MD-Simulated CYP26A1
Complexes (kcal/mol)

ligand IC50 (µM)a ETOT EM IE R∆(U e-w
vdw) �∆(U e-w

el ) ∆G

atRA inducer
R115866 0.005 -6945.28 -6891.03 -54.25 5.943 -18.874 -12.93
tetralon 1 9 -7016.87 -6975.56 -41.31 10.451 -13.451 -3.00
tetralon 2 30 -7077.84 -7043.90 -33.94 5.046 -5.793 -0.75
tetralon 3 7 -6948.66 -6905.82 -42.86 9.600 -13.700 -3.10
tetralon 4 5 -6876.57 -6830.80 -45.57 5.646 -11.906 -6.26
tetralon 5 9 -6986.61 -6943.17 -43.44 9.418 -12.047 -2.63

a Results obtained from MCF-7 CYP26A1 cell assay reported by Yee et al.22

Table 2. Interaction Energy (eq 1) and Linear Interaction Energy (eq 2) Calculations from MD-Simulated CYP26B1
complexes (kcal/mol)

ligand IC50 (µM)a ETOT EM IE R∆(U e-w
vdw) �∆(U e-w

el ) ∆G

atRA inducer
R115866 0.005 -6464.79 -6410.79 -54.00 5.233 -16.609 -11.38
tetralon 1 9 -6563.46 -6520.57 -42.89 10.176 -13.861 -3.69
tetralon 2 30 -6564.84 -6528.83 -36.01 4.494 -5.054 -0.56
tetralon 3 7 -6618.86 -6572.32 -46.54 8.408 -15.224 -6.82
tetralon 4 5 -6508.45 -6461.30 -47.15 2.767 -6.800 -3.35
tetralon 5 9 -6611.97 -6571.48 -40.49 10.744 -15.458 -4.71

a Results obtained from MCF-7 CYP26A1 cell assay reported by Yee et al.22
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between the two models is however the residue hydrogen
bonding to the carboxyl group in atRA. In our model, it binds
to Arg90, whereas in the model by Gomaa et al. it binds to
Arg86. We furthermore note that although the Ramachandran
plots for our superposed structure in Figure 3 gave 82.9%
of the conformations in favored regions, Gomaa et al.23

obtained 81.4% for their CYP26A1-CYP3A4 model.
The differences in the active site can be explained by how

the homologues were built, and which forcefield and
algorithm that was used. Gomaa et al. used MOE 2004.03
with the CHARMM22 molecular mechanics forcefield and
the Cartesian average model to generate the homologue.
Ligands were docked using the FlexX docking of SYBYL,
and the MD simulations were performed with Gromacs 3.2
in the Gromacs forcefield with a time step of 2 fs during
800 ps.

Conclusions

We have in the current work created homology models of
the retinoic acid-metabolizing cytochromes, CYP26A1 and
CYP26B1, and evaluated the models by docking, MD-
simulation and calculation of the IE and LIE of known
inhibitors bound in the active site. The IE calculations are
in very good agreement with experimental data, Table 1 and
2, showing that the created models are reliable and suitable
for use of further analysis in finding new RAMBAs. The
results also illustrate the homologues ability to distinguish
between novel and highly potent RAMBAs. The study also

indicates different interactions with the active site for the
inhibitors. Tetralones 1 and 2 obtained their inhibitory effects
mainly through hydrophobic interactions but do not form
any explicit interaction with the haem iron. Tetralones 3-5
and R115866; on the other hand, bind to the haem iron
through their hydroxyl or triazole groups resulting in
additional inhibitory activity in most cases. The differences
in residue composition between the active sites in CYP26A1
and CYP26B1 and LIE data for tetralones 3-5 indicate the
possibility of finding a selective inhibitor specific toward
either A1 or B1.
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